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AV, KALYAYEY, YU. VY. CHERNUKHIN
ELEKTRONNOYE MODELIROVANIYE, 1986, VOL. 8, NO. 2

:ELJhe development of robotics, especlaliy adaptable, autonomous robots, in-
creases the importance of neurcphysiological and neurccybernetic research
directed towards the study of the neurclogical mechanisms of the living brain.
Linked to this is the fact that ratural structures consisting of nerve cells-
neurons, basically are guidance structures and, for this reason, prove interest-
ing not only for physicians and physiologists but alse for engineers jnvolved
in the design of control systems for adaptakle autonomous robots in particular,
Research into nerve tissue carried out by physiclogists and neurocyberneticists
provides rich factual material about ite structure and function, However,
data on fine neurophysiclogical experiments do not alwiys fit Tnto the structure
of the integrated activity of an organism as & whole, and-for this reasorn,
cannot always be directly used in practical engingering. %ﬂ15a, there arises
the need to develop special artificial neuron-like structies which could be used
as & means of researching the varicus possibilities of neuron communication
in neuron networks with different characteristics of the neurons themselves,

and also as a meaqﬁknf creating artificial neuron systems of recognitioen, plan-

ning and control. MUSTiove ¢ rg ne (441 0003, (:HLAJ—)T“'\ |

-l

It must be noted that physical ly made neuron-]ike structures were first
proposed by Mac Calium and Pitts in 1943. /1. These structures consisted of ]
simple threshold elements reproducing the functions of two-diglt mathematical
logic. The evglution .of neuron-1ike structures gravitated towards the broaden-
ing of functional possibilities, both of the Structures a5 & whole and of
separate neuron-like elements. There appeared functionally complete formal
neurons and farmal neurons with reciprocal and sporitaneows fibers, Resemarch

fnto the theory of such neurons and neuron networks was widespread and still
going on today.

" nowever, already in the early sixties it became clear that the formal-
logical mode! of a neuron was, by its own properties, far from the natural proto-
type and did not reflect ell of its basic properties. f2. By this time there
appeared more complete mathematical models of processes in nerve cells, for
example, models of electrical procesies on the neuron membrane. Similar models
were differential controlled systems and could be attained ejthar By program-
ming on a yeneral purpose computer or on computing elements of Impulse or
anzlog equipment, for example, on the basis of a resolution block of analeg
- computers. At the same time repeated attempt to build and use Program dynamic
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neuron models on single processor COMpULers were not very successful, Sim-

ilar results were obtained when LOnStructing dynamic neuron mode s om an analeg
Lomputer,

The clircumstances mentioned and also the desire to build a sufficiantly
effective and easy to use piece of equipment for investigating the dynamics of
neuron structures of the brain which reflected the latests achievements in
neurophysiclogy led to the development of many different types of arvificial
reurons created on the elements of impulse equipment. However, in spite of the
variety, known neuron-1ike elements, bath formal-logic and dynamic were not
widely used either in neurocybernetic research or in computer technology and
control systems. The reason for this was not only because the properties of
these models still differed cons iderably from the properties of the madelled
cbject, but atso because they were highly specialized, non-technological, un-
reliable and alse had a series of faults during construction and use. /3.
Apart from this, for analog and impulse models of neurcns jt was characteristic
te have an uncontrolted change of parameters which made it difficult to create
such a high quality in the properties of the neuron cells as a functional
plasticity, The Joining of the networks of the analog elements with the digital
equipment made it necessary to use a transformer analog-code and code-analog
which considerably complicated the receiving equipment.

Furthermore, according to modern Physiological concepts, the fuctionsl
unit of the nervous svstem s not a separate neuron but an aggregate of perve
cells joined together, /4. |(n its turn, the neuron unit is a sufficiently dynamic
formation and to mouel Tt Tt is best to have in the neuron-]lke COmMpos it 1o
of networks special switching wnits making it possible by different methods
to join the artificial neurons with the nuaron entity under research. The
organization of a flexible switch in analog neuron-like networks is an independent
problem and there are extra difficulties in constructing and using analog
neuron-like elements and structures,

For this reason let us ook at the posibilities of anew ramge of digital
neurcn-1ike models of the dynamic type built on the basis of multi-processor
computer systems {MCS) with programmed architecture £5 and especially using
egquipment for digital integrating structures (D1S) /6.

Digital Neuron-like Frocessors,

Analysis of neurophysiological data dealing with the electrical activity
of neurons allows one to formulate a mathematical model of informational pre-

cesses in the nerve cell in the Fnllﬂwinq form:
RLO I VI YRR (17 (1}
§=1
i) L ey 4w
2{f) = wmax { £ 1PE —O ).
where N{{)u{{] -- the sum potential forming as 2 result of the spatial summation
of stimulant and inhibiting input influences: X, -- che analog of frecuency

of the input adhesion sequence on the J-th synaptic input of the neuron; valf) == ;
the weight of the j-th synapse; N -- the number of synaptic contacts of the !
neuron; P(t} -- the mambrane potential of the nerve cell: {{} ~-- the pArameter

Page 3 5




: characterizing the inert praperties of the membrane; yfr) _ the coefficient
of spatial summation;z{t) -- the frequency of movement analog of output impulses;

k(t) --tne coert.cient characterizing the properties of the axon monticle 16 (i)’
~-the neuron threshold. :

In connection with this it was found that since nejither single processor
digital nor analog computers,nor the well known multiprocessor computers,including
microprocessing systems were able to efféctively reproduce paratlel neurophysio-
togical processes;for reproducing system (1) it is best to use digital model equi-
pment,.but mainly digital integrating structures /& with which one can obtain a
digital neuron-1Tke element,In the - -= where the latter was used,based on digital
integrators functioning on a rectanguiar formula,the process taking place can be
described In the following system of differentia! equat ions;

. )
el = W v, (et

et
i)
VI = ol - Bvapt — ey,
S = nax Kt 1AL,
!
where f, = ‘U“ v W, Yo— iy, o o— T—JI t-:l‘ = -r—ll‘i.-lI1 - o T_T"."J“, = -= the thfﬂih
old of resc, ' _ - .- '

Theoretica! and experimental research of the digital neuron-like element
repreduced by the algerithm {2) shows that,in spite of the substantial methodicd error
which occurred when approximating the solution of the differentia) equation of
system {1) with the sotution of the appropriate differential equation of algorithm (2)
the properties of such a digital neuron-like element do not dffer Inm quality from
the informational properties of the biological neuron described in the literature.
This can be explained by the fact that as seen from neurophyslology,the model of
spatial integration of input signals in the dendrite tree of the neuron with their
summation {the first equation of system (1))does not result in a substantial

methodological error, Therefore,with a temporary integration model,the simplest
formula of rectangles can be used.

Apart from simplifying the digita! neuron-1ike element,the use of the rect-
angular formula makes it possible to construct sufficiently plastic neuron-1ike
elements,changing the functional algorithm with the change of parametersa, B 6, vy, & Vi

tn fact,relying on an algorithm (2)of the dynamic neuron T '

g=N=1; 2, X240, 1}, k=p=1,

we find

Z, = Sipn [E FiXpo—y = i:rl .
-1

which corresponds to the algorithm of the generalized neuron. By using the inputs
of this neuron,the logical diagrams of conjuncture,disjuncture and inversion, it
is possible to repreduce formal neurons. Supposing a=l; Vi) 2

. - . .I:J.i:_i{l.], Iyop—roe
we have an algorithm of a summarizing neuron, - '

i—L N
2 =sign| NNy, —- 8]
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; -ff._ _
where =G =0 G Ogr T ;O --the pacemaker neuron 29t = ky yiin -4
. . ' . ' R A ¥ -
.. In other words,the digital neuron-1ike element studied can be used as a spe :# 2
ialized neuron-1lke digita! processor (Fig.1}oriented for use in Structures, meant. -=. .3
f for models for heurophysiologlcal or neurocybernetic work. The operational’ basis <= %a
LA for such a digital neuron-1ike Processor can consist not only of large lj:tié-ttuﬁ;{";."'-.“"f 4
“ally figured operatlon: of the algorithm (2) ,but of operations corresponding tn'-.'_';"r,__‘_;;;._
T algorithms of different neuron=11ka elements. Hence,the change of ﬂpll‘_!tTm_!\__'_“:':'ff'_"‘f'_"..'s';*
s tarried out can be done not enly by a gradual change of parameters g, B. 8, v, & :
¥ but also by the]
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B Side by side with the basic output of increases of 4% such an element -~ ] Linng
% sontains additional outputs VNG i 0yl The methodical error M  of the | AaRnaa
K stationary state of the digital neuron«iiks

> Processor {limp, = p*y does *not depend
- on the sjze of the step 7 when Bu . R

equals zerg, i . _
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_ -The Yatter ¢ircumstance and alsa the presence of additional outputs allows one to use e e
55 digital neuron-11ke processors not only for qualitative imltat{onal modall| afﬁ-‘;‘?f;
S informaticnal processas [n the nervous system,but also to resolve formallzaed and . [nforms

e - ional tasks of traditional problems of computer mathematics tnvolving _Meurophys Lo S
%‘ ;.:-,;__ngf_'__quangu!_'n_-:ylh_arnat_i:s. However,to-sufficlently organize accurate 'r:i.‘mﬁufarpﬁr_mssq_
¥ Uit s best to use 'a digital neuron-like processor mot only in an analog but, in_ a,.; oroWEe
k- ‘I.UPJ;*'“'.L“EL mode when: the known quantity s not the Tnput Into the drgtt'nl'-_?:’:_‘i;.-ﬁ_'&f- s

'»f;}i:---&’r_:pﬂruﬁ-'lil_ka'{ processos’ in conformity with algorithm (2)the transitional  process” iR >
g4 -butlts'stable,stationary conditlon when o, =% const. The overatl errpr | e Ciitged
F i of this stationary condition | (" = {in t) is deteérmined by the mrr:latinn':"{35&;-’2’-1};
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where n --the number of significant discharges in the registers of the digital
inmtegrators of the figital neuron-1ike processor.

The time taken to reach this state can be evaluated by the required number
of Tteration cycles i,
—1

4

P |08l —eT T
= In | I — ayi]

where the parentheses dencte the round off to the nearest whole positive number
b= — - the allowed calculation error; Vi -- the step chosen from ratio

D=INW!<<u™) determining the state of stability of processes in the digital neuron-
1Tke processcr,

Digital Heuron-like Assemblies.

When using digital neuren-like processors for organizing adaptable,self-cptimizing
and stable neuron-1Tke structures difficulties arise connected with the fact that,
properly speaking,neuron-like processors do not entirely possess defined properties,
Like a real meuron they can only be a structure of synthesised units on their
network base, Therefore,one needs methods to link the digfital neuron-1Tke proc-
essor into such an assembly which will either broaden the functional possibilities
of separate processers or improve their dynamic properties. Let us exam:ne examples
- of building some simple assemblies,

From analysis of neuroccybernetic data,it follows that the mathematical model

of one of the possible mechanisms of adaptable processes in the nerve membrane
leoks tike the following:

N
ELU I MR IO PR UL
ful

T

D o P g

VT
. W (1)
LT

z{) = max {0; kP () — B )]}
i

s € (1) -F By -F 22 [ -F P (0,

To bring about the equation system (3)one needs.either to complicate the
diagram of the dlgital neuron-like processor and build special adaptable process-
ors/7 ar to reproduce a system (3)on the combination of digital neuron-1ike processors
linked into an assembly. In view of the fact that as a prototype for neuron-1ike
structures,neurcn networks were used,the second variation is more suitablesince,
according to physiclogists,the functional units of the brain are not separate
neurons but some of thair aggregate,so called,neurcn ass&mblies.

An adaptable neuron-like assembly based on a digital neuron-like Processor
can be represented Tn the form of a diagram shown in figure (2). A Feature of this
diagram is the fact that when it s built,additional outputs were used . mainly
outputs of increments Wy, ,imitating chanrels of subthreshold Tnteraction of the
closely packed nerve cells, Frocesses taking place in such am adaptable assembly are

described by the following system of differential equations :
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fmi
VP = — Py vt 4+ Byl {4,
VO = e ol 4w O R Barg B PL et

ayyl=max {0 &P — 9, gl
!

From analysis of equation (4)it follows that an adaptable assembl'y can fun-
ction not only with different adaptable models, for esample,with models having
. ., an adaptaticronly on the input (Pz=-0), (with an adaptation only on the cutput
(Ba=U},,with an adaptation both by input and output simultaneocusly ,but also in an
unadapted neurcn mode (Bu=fi=0, Vi=1, a,=]}y,in various modes of an individual
digital neurcen-like processor-that is,bn”adafted assembly actually broadens the
functional possibilities of the neuron-|jke processor,

3 @
T
Jull'|r v I s R
A0 - ‘.# e i =
h A
:-.-'rl
s
e sk
oy pwl -
N " __l:;j Gl
e A
B
AT
Y
J-i! L
. - i
T
"o - J
oA l\ Vo L
p— ¥y
)
w1
¥ a8
o-d,
Y,
. 7
£ )
P
Fig 2 A = Digital Neuron-like Processor.

In order to Impreve the dynamic characteristic of a digita) neuron-}ike process =
or and delrzate the adaptable reaction time,it is best to link them into self-
optimiziig ,dyramic assemblies. These assemblims consist of a minimum of two
digital nevrsn-like processors,one of which is the main ong and the gther the
auxiliary.Both ONPs function so that the results of the work of the auxiliary processor
are used for optimizing the processes Tn the main DNP. The processes taking place

in the self-optimizing dynamic assembly ar ; .
eguation: " ¥ are described by the followi

ng differantial

7
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(2)
Vo= vhio  —t{aptio, — i),

where »r ' -- the step of the differing diagram of the auxiliary ONP.

From equations (5),it 1s seen that the iterative processes in the main and auxiliary
processors are directed towards each other, Hence, the auxiliary DNP.Fetermingf
the non-stationary iterative parameter {W{;z of the main DNP,so that Elvaﬂ S
This leads to a decrease in the tength of the transiant process in the mainm prok-
essor, 50,expressing number iy of the itarative cycles necessary to attain the
the stationary condition in thHe main DNP,the self-optimizing essembly,through a
number of itEratiyeHExEjEF ty, reguired to attain the same conditignein an individ-
ual DNP,we obtain-§ =27 TFa5,4—1)] - It is obvious that withlﬁtﬁbl_{.FﬁllfgﬁaL

One can cbtain an even shorter length of transient processes in the DNP
if one builds an assembly with dual cptimization,that 1s5,assemb]lies whose auxilliary
DNP optimizes the functioning not only of the main processor,but ,in turn,its own

Vi, = vl — @yt — 1) gt - Then
| 1. i

L= "

Other neuron-like assemblies can be built on the base of a DNP,for example,
8 matrix neurcn-like assembly,assemblies reproducing the sensitization mechanism
{frelief of synaptic transmission) ;assemblies which classify specimens and comput-
ing assemblies. They all differ from each other by both use of modes in which the
DNPs function and in the differentinterprocessing links, Therefore,when building
simulating neuron-like structures the need arises to devise DNPs capable of funct-
ional reconstruction and also to create effective means for switching them.

Switching Elements of Digital Neuron-!ike Structures.

The fact that & DNF 1s built on the base of computing blocks of digital
Integrating structures allows the use of switching register structures for

switching them /8 ,which is very effective not only for multi-use computers
and digital systems,but alsc for neuron-like structures,

As i5 known from physiology,limks between neurons are made by means of
nerve fibers,axons. The nerve impuise extends along the axon unevenly from one
Ranvier node toc the other, These nodes are amplifiers and,as a result,the nerve
impulse extends along the axon withouy interruption. This means of transmitting
Information alocng the axon is similar to the transmission of [nformation in a
moving register. Therefore,the register principle of switching more adequately
reproduces the process of Information trensmisslen in an actual nerve fiber.
One should also note the fiexibillty and reliability of register switching, the
ease with which it can be used technically,based on modern technology,and the
simplicity of practical use, :
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As is known /B ,the separate switching register ¢ a cell is an element
havim two inmrrs: and two outputs which can ke bollt in switching register struc-
tures and consists of many such cells,a large variety of branching and Interwoven
gommunication 1inks. On this principle,the DNP, linked with switching register
structure cells can be built,having quite plastic digital neuron-like mode!
structures. One of the possible ways of creating such structures is by having the in-
puts and outputs of the neuron-like proecessor linked to the imputs and outputs on
the switching register structure unit,consisting of several sets of switching
register cells, As a result,several standard blocks are produced{on Fig.3 shown
by 2 shaded linejconsisting of DNP and switching ragister structure units. By conn-
ecting the inputs and the outputs on the corresponding lateral switching cells of
these blocks one can obtain a neuron-1ike assembly with a flexible reconstructed
furm,shown in diagram form in Fig.3. By linking these assembiies we obtain a dig-
ital neuron-like simulation structure shown T Fig, &. The structure can be used
for reproducing flexible, lightly reformed self-adjusting and self-optimizing nerve pro-

esses whichare required when simulating the modei of unresearched section of the
brain.
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it must be noted,however,that when resolving simulation problems,in general,
orne must reproduce not only nom-formalized processes Tn the unresearched section
of the nerve fiber,but alsc organize a concerted functicning of the researched
and already studied nerve processes which have been described in mathematical
terms. One must alsp reproduce joint functioning of researched sections of the brain
and the organs contrelled by them and carry ocut bBiclogically controlled axperiments
te substitute some part of the nerve fiber by Tts physical model,functioning in
an artificial er natural environment. In these cases,the simulation mode]l must

interact with additional computer equipmant,reproducing the zlresdy formatized
processes by resolving such traditional problem: as computer mathemstics,algebraic
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Systems, differential equations, linear programming. Inteqgral eguations, etic.
These problems must be solved on = real time scale with a constant caleulation

of the large number of parameters of biological or biotechnical systems inter-
acting in the external environment. Such a situation, for example, is
characteristic of simple models of the brain-perceptors, where the learning
neuron-1tke network must function in conjunction with the suppiementary computer
equipment resulting in formalized methods of learning. Using in this fashion
single processor digital computers or other wel! known types of computar equip-
ment either stowSdown the work of simulating neuron-1like models or lead to
problems in coordinating the various types of equipment. Therefore, in order

to simplify the experimental installation, eliminate the need to coord nate

the various types of computer equipment and models and make ideal wor king
conditions on a real time scale, for example, when organizing biclogical control-
led experiments or when producing perceptors with parallel learning, one must
ensure the neuron-like structures consisting of digital neuron-like processors
and assemblies can be used to resolve both non-formalizad problems and formalized
problems of neurophysiclogy and neurccybernetics, in other words, the need

#rifes to d vise methods for building nevron-like computer structures based
oo DNPs

Neuron-1ike Computing Structures.

When building neuron-1ike computers structures we shall assume that ac-
curacy of calculation can be achievad on the base of DNPs when they are used,
not Tn an amsiog but in & quasi analog mode. /9. For this reason, £ae shoyld
install on & neuron-like computer structure either fina! equation systems or
problems, the selution of which s based on preliminary algebraics. In turn,
from the final equations one must transfer to systems for determining different-
tal equatiens, the stable solution of which is assured in coincides with the
solution of the infTtial problem. After transfering, the neuron-like computer
structure 15 atuned to determine stable solution of the differential cquation
system in the form

JdY
= — : B
] BY 4 H, Y
where B -- the expanded matrix. of constant coefficients of the initial probliem;
H-- the expanded vector of the right section; ¥ -- the vector of unknewns.

In order to provide stability to the computing process in the method for
building determinant differential equations it is best to use the gradient
method, in accordance with which BY-p Grad J (Y)+H, where J(Y)-- the quadratic
functional chosen for specific type of preblem. For example, for linear algebraic
egquation systems with an arbltrary, including non-quadratic or quadratic coe-
efficients having & special metrix A, AY=F, it is best to use the functional

]
I @)= (Y — Fie fulviy, )

where o« - the regularizaticn parameter, In this case, the matrix B in squation
(6} takes on the form

&3 == A4 4wl (&)
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Af problems of linear programming are being resolved

LY = siuns AY — -~ YT,

where L -- the linear form vector;, A -- the condition matrix, F -- the limita- )
tions vector, or you may use the furctional Y, A) - CF—[AV--"pya—o 2 FY ¥zl a2y,
where- 3. -~ the Langgrange meltiplication vector: v -- the given positive

number. Here matrix B in equation (6) takes the form, different from (8):

. __i ty a7
— .l ¥

When resolving the systems of ordinary differential equations wlith the
linked limiting conditions

JdY _ i
ax Tl Ny
11—
where ¥ -- is the vector of unknowns: A -- the square matrix of coefficients:
FF-- the right section vector; I-- the given matrices: L -- the given vector,

they must be transformed beforehand te the form

LW T 2 F, GF ]
where D -- the difference operator; 6 -- the matrix obtained from matrices I'; A, F. ¥, [ -
the expanced matrix A and the correspconding vectors F, ¥, L. and then go over
to the final equation system ™ MY il o Mo 4G n - £ Obviously,
after such a transition as J (¥} ore can use the functional (7).

In this way, when setting up the problems showr on the neuron-like computer
structure, processes in the structure will be described by a difference vector

eguation, in form coinciding with the equation describing the processes in
the matrix neuron-like assembly:

VvV, — — B - iyt Y]

However, a neuron-like computer structure in gemeral consists not of one byt

of several neuron-like assemblies, linked so that the NCS is stable for any
matrix A, In diagram 5 an NCS is shown for resolving the LAU system with an
arbitrary coefficient matrix. This NCS consists of two neuron-1ike assemblies
and has & two layer neuron-iike structure which is stable, if step V! satisfies
the inequality RS R O FE FLEH - Fhuls The overall arror *  of the
unknawn stable stationary solution of eguation [9) can be judged by the cor-
relation |le®l<lz= (Yoo 280NN YR L], - where N -- the size of the
vector Y. n ~- the number of significant discharges in the registers of the DNP,

The time for obtaining the solution on the NCS can be judged by the
number of required iteration cycles

Tt e L

g -

FTRATH N [ RS
bk N

wherg - the proper valtues of metrix B, To increase the speed of the
NC5  one can use a method for building self-cptimizing assemhlizs, The
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algoritho of the seif-optimizing NCS has the form

Y. =¥ - D{— ¥, -+ f): (10)
DJ” = D]“["]J 'i"' 1I.-'-|-' {'_' Hﬂﬁ[i—lj + f,lq}r {I ]}

where L —1, E....?thu[ﬂpn,l.h.DFiThe self-optimizing NCS consists of basic
neuron-like assemb!ies giving the vector equatian (10) and of the dggregate of
auvxiliary marrix assembl|es reproducing equation {11) The speed of the self-
Cptimizkng structures increases significantiy, ‘For example, for the NC5 with
dua] self-optimizing functioning according to the algorithm

Vi=V¥Yi_4 D(—8y._, + i),
Ly, =ty 4 F £ P BOwuy 5+ 10 (1)
k = I. E,...J J1i'r, J"J,,=IU.-... Ip-wUJTr

the speed can be judged from the correlation

B Ny MY T
R I linax | | — oy |
Uora '
where £d,--. the initial values for matrix L/, “u:_huﬂzzﬁﬁilnfqau}-h Compared

with the speed of the MCS without self-optimizat oo “r. the speed of the NCS
using the systems of equations (12) is m time greater ”*;'QIF“{“EL'P')J_HH”

In this way, the suggested neuron-1;ke modelling and compliting structures -
definitely possess wide functional possibilities and can be used as instruments
in neurophysiclogicel and neurccybernetic research inte the study of neuron mech-
anisms of the Jiving brain.

/2
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