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Foreword

The mounting intensity of global competition in the 1980s  underscores the critical
role played by the basic research enterprise of the United States. Basic research is the
backbone of much of the technological development that has provided not only our
economic prosperity, but improvements in health, a strong national defense, and excit-
ing and fundamental advances in knowledge.

Congress is faced with difficult decisions regarding funding for research. The House
Science Policy Task Force asked OTA to provide information on the extent to which
decisionmaking  would be improved through the use of quantitative mechanisms associ-
ated with the concept of investment. If investing in science is similar to investment in
the financial sense, can the returns be meaningfully predicted and measured? Can reason-
able investment criteria be devised? OTA concluded that while there are some quan-
titative techniques that may be of use to Congress in evaluating specific areas of research,
basic science is not amenable to the type of economic analysis that might be used for
applied research or product development. OTA also concluded that even in the busi-
ness community, decisions about research are much more the result of open communi-
cation followed by judgment than the result of quantification.

Much of the vitality of the American research system lies in its complex and pluralis-
tic nature. Scientists, citizens, administrators, and Members of Congress all play vari-
ous roles leading to final decisions on funding. While there may be ways to improve
the overall process, reliance on economic quantitative methods is not promising. Ex-
pert analysis, openness, experience, and considered judgment are better tools.
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Chapter 1

Executive Summary:
Overview and Findings

The assumption that federally funded scientific
research leads to economic benefits for the coun-
try has been fundamental to government science
policy since the end of World War II. Analysts
have abandoned the linear model that sees a sim-
ple progression from basic research to applied
research to product development, but they still
believe that scientific research plays a vital role
in technological progress and consequently in eco-
nomic growth. Economic returns, however, are
neither the sole nor the primary purpose for
Federal research spending. The advancement of
knowledge and specific mission agency goals such
as national security, public health, and the explo-
ration of space are all essential parts of the ra-
tionale for Federal research spending.

Several trends have combined in recent years
to make some policymakers more interested in
economic and other quantifiable measures of re-
search success and benefits. Technology is becom-
ing an essential component of economic competi-
tiveness; Federal budget constraints are forcing
lawmakers to reevaluate spending and to look for
ways to compare the value of widely divergent
government programs; quantification of program
success offers the hope for an objective measure
that could simplify politically contentious deci-
sions about increasingly esoteric and complex
scientific research. One approach to simplifying
research evaluation is to view Federal research

spending as an investment that should produce
a measurable economic return.

The Task Force on Science Policy of the House
Committee on Science and Technology has raised
the issue of whether the metaphor of research
funding as an investment can be used as a practi-
cal aid to Federal research decisionmaking. “Can
Federal funding for science be viewed as an in-
vestment and be measured in a way comparable
to other forms of economic investment?” the
Committee asked in its Report on a Study of
Science Policy. Specifically, the Committee asked
O-J-A to study “the models and other analytical
tools developed by economists to judge capital in-
vestments, and the applicability and use of these
models and tools to government funding of scien-
tific research. ”

To carry out this study, OTA conducted a com-
prehensive search of the literature on the economic
returns to investment in scientific research, met
with numerous economists and public policy ana-
lysts who have studied this issue, conducted in-
terviews with research decisionmakers in indus-
try and in government, and carried out in-depth
studies of the quantitative methods available to
evaluate the progress of scientific research. This
technical memorandum presents the findings of
that investigation.

ECONOMIC RETURNS

Economists have shown a strong positive corre- eral R&D expenditures, except for some applied
lation between research and development (R&D) research programs in agriculture, aeronautics, and
spending and economic growth. They have esti- energy designed to improve industrial productiv-
mated private returns in excess of 20 percent per ity. These findings are discussed at length in chap-
year and social returns in excess of 40 percent on ter 2.
private sector R&D expenditures. They have not
been able to show comparable returns, and at The economists who have carried out these
times been unable to show any returns, on Fed- studies point out a number of reasons why eco-

3
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nomic return on investment calculations may be
inappropriate for evaluating government R&D ex-
penditures. First, the return-on-R&D-investment
studies carried out to date measure an average re-
turn on a total previous investment. They give
little guidance as to the marginal return that can
be expected from the next incremental investment
in R&D, which is the decision that policymakers
must make. Second, most government expendi-
tures, including R&D expenditures, are for so-
called “public goods” whose market value is, by
definition, extremely difficult to measure in eco-
nomic terms. Third, despite the success of retro-
spective studies, there are no reliable formulae to
relate future R&D expenditures to productivity
improvements or other economic benefits. Predic-
tions of future returns on investment cannot be
made without such relationships.

Financial counselors and economists have de-
veloped techniques for selecting investments in
situations involving risk and uncertainty. These
techniques include capital investment methodol-
ogies, portfolio analysis, and financial investment’
models. All of these techniques have heuristic
properties that could guide investment in research
and development. For example, spreading the risk
among a number of projects is one response econ-
omists sometimes recommend in cases involving
great uncertainty. However, the formal models
themselves are not especially helpful to research
decisionmaking. They assume that the decision-
maker can estimate in dollar values the benefits
from potential investments and know or estimate
the probability of achieving those benefits. Nei-
ther of these assumptions is applicable to gover-
nment-funded research, except in special cases. The
principal benefit of research, especially basic re-
search, is new and often unexpected knowledge,
which cannot be assigned a direct economic value.

Investment models also assume that the bene-
fits of the investment return to, or are appropri-
able by, the investor. New knowledge-by con-
trast—is available to anyone to use. This is one
of the reasons basic research is considered a pub-
lic good, requiring government support.

Research leads to productivity improvements
and economic growth primarily through techno-

logical innovation. However, the relationship be-
tween research and innovation can be long-term,
indirect, and unpredictable. Studies of technologi-
cal innovations have shown them to depend on
research results that are decades old and often in
seemingly unrelated fields. Moreover, the trans-
formation of research into economically success”
ful innovation depends on factors in the economy
that are completely outside the research process.
These factors include the climate for investment;
government tax, regulatory, and patent policy;
the degree of competitiveness and entrepreneurial-
ism in industry; the state of the capital markets;
foreign competition; and wages, unionization, and
other characteristics of the work force. A highly
successful basic research effort may never gener-
ate technological innovation or economic payoff
if other factors in the economy are not conducive
to technological change.

Some observer: argue that if economic returns
are to be the primary measure of our research ef-
fort, we should focus our attention, as a Nation,
on the factors that link science to technology and
innovation. The United States spends less of its
R&D budget than West Germany, France, Eng-
land, or Japan on research related directly to in-
dustrial productivity. Efforts to improve that sit-
uation could include an increased emphasis on
technology transfer, increased support for generic
research related to industrial needs, and adapta-
tion of more focused forecasting and planning for
industry-related R&D. (See ch. 5.)

Applied research, whose goal is the solution of
practical problems, can be more closely associ-
ated with economic activity. However, most of
the applied research in the-Federal Government
is carried out by agencies whose mission objec-
tives—defense, health, space—are not readily
quantifiable in dollar terms. Table 1 shows the
estimated 1985 Federal basic and applied research
budgets by agency. As can be seen, in applied re-
search the Departments of Defense (DOD) and
Health and Human Services (DHHS) were the two
largest contributors, with the Department of
Energy (DOE) and the National Aeronautics and
Space Administration (NASA) third and fourth.
All of the DOD and DHHS applied research re-
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Table l.— Federal Obligations for Research and Development by Character of Work and R&D Plant:
Fiscal Years 1984-85 (thousands of dollars)

Research

Total R&D and Basic Applied
Fiscal year and agency R&D plant Total R&D research research Development R&D plant

Fiscal year 1984 (estimated):
Total, all agencies 46,554,924
Department of Agriculture 925,364
Department of Commerce 367.252
Department of Defense 27,987,145
Department of Energya 5,770,604
Depar tment  o f  Heal th  and Human Serv ices b 4,921,924
Depar tment  o f  the In ter ior 427,558
Depar tment  o f  Transpor ta t ion   538,429
Nat ional  Aeronaut ics  and Space Admin is t ra t ion . , 3,044,400
National Science Foundation 1,247,580
V e t e r a n s  A d m i n i s t r a t i o n 228,100
O t h e r  a g e n c i e s 1,096,568

Fiscal year 1985 (estimated):
Tota l ,  a l l  agencies 54,072,393
Department of Agriculture 926,711
Department of Commerce 282,357
Department of Defense , . 34,510,984
D e p a r t m e n t  o f  E n e r g ya 6,146,700
Department of Health and Human Servicesb 4,967,872
Department of the Interior 369,209
Department of Transportation 505,704
National Aeronautics and Space Administration 3,499,400
National Science Foundation 1,426,567
Veterans Administration 207,600
Other aqencies 1,229,289

44,835,777
871,942
360.021

27,540,045
4,825,576
4,864,292

421,825
515,929

2,888,900
1,238,480

220,900
1,087,867

52,253,607
898,941
270,559

34,142,084
4,962,272
4,953,972

368,989
495,204

3,339,400
1,414,017

194,500
1,213,669

6,981,031
386,442

20.522
816,590
841,671

2,793,052
124,667

600
689,133

1,172,466
15,200

120,688

7,637,587
419,727

18,416
913,195
944517

2,925,916
102,762

400
826,721

1,335,809
15,000

135,124

8,127,270
455,594
272,644

2,168,184
1,231,733
1,705,911

276,330
81,990

1,012,031
66,014

189,700
667,139

8,396,633
449,981
201,187

2,408,204
1,268,964
1,679,147

248,556
79,630

1.088,063
78.208

160,000
736.693

29,727,478
29,906
66.855

24,555,271
2,752,172

365,329
20,828

433,339
1,187,738

—
16,000

300,040

36,219,387
29,233
50,956

30,822.685
2,748,791

348,909
17,671

415,174
1 424,616

—
19,500

341,852

1,719,145
53,422

7,231
447,100
945,028

57,632
5,731

22,500
155,500

9,100
7,200
8,701

1,818, 786
27,770
11,798

368,900
1 184,428

13,900
220

10,500
160,000

12550
13,100
15,620

aData shown  for flsca[ years 1956.73 and fl.gcal  years  1974-76 represent obilgallons  of the Atomtc Energy Comm!sslon  (A EC) and the Energy Research and DeVelo~ment
Admln!stratlon,  respectively

~Data Shown  for flscaj years  1955-713 represent obligations of the Depanment of Health, Education, afl~ welfare
SOURCE: National Science Foundation

lates to national defense and health, two public
goods that are not readily measured in economic
terms. With the exception of approximately $200
million in aeronautics research, all of NASA’s ap-
plied research relates to its space activities, which
are not primarily designed to produce economic
payoffs. Only the DOE, Department of “Agricul-
ture, Department of the Interior, NASA Aeronau-
tics, and Department of Commerce applied re-
search programs have primary objectives related
to improving the economic performance of an in-
dustry or the economy as a whole. In sum, nearly
two-thirds of the Federal applied research budget
is related to the production of public goods, whose
primary value is not measured in economic terms.

Table 1 reveals another barrier to the use of
economic models for research investment in the
Federal Government-decentralized planning and

decisionmaking. Six Federal agencies have a share
of the total Federal research budget in excess of
5 percent: DHHS, DOD, DOE, NASA, the Na-
tional Science Foundation (NSF), and the Depart-
ment of Agriculture in descending order. The
Office of Management and Budget, which could
develop an overall national research budget, is
divided into functional directorates that each ex-
amine only part of that budget. The Office of
Science and Technology Policy does consider the
Federal research budget as a whole, but it has no
decisionmaking authority over Administration
budget requests.

In Congress, responsibilities are equally dis-
persed. Three different authorizing committees
and six largely independent appropriations sub-
committees scrutinize the Federal R&D budget in
each House. Thus even if some economic or fi-
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nancial model could be devised to determine the Government who could ensure its uniform appli-
return on the Federal research “investment” and cation across all research fields and budgets. With-
serve as a guide to allocating scarce resources, out such a decisionmaker, such a model would
there is no single decisionmaker in the Federal have little operational power or efficacy.

BIBLIOMETRICS AND SCIENCE INDICATORS
A major problem with the use of economic

models in research decisionmaking is that they
deal with economic “indicators” that are at best
indirectly influenced by research. To measure re-
search output more directly, alternative “indica-
tors” have been extensively developed by students
of science policy over the past two decades. How-
ever, these have only recently begun to be con-
sidered seriously by research policymakers as pos-
sible aids to their decision processes. The two
main approaches are bibliometrics, which evalu-
ates research output via scientific publications;
and science indicators, which measure the vital-
ity of the research enterprise in terms of degrees,
personnel, awards, and education. Although these
methods appear to be more appropriate measures
of scientific quality and productivity, they do not
offer the decisionmaker the simple, quantitative
economic “bottom line” that economic models
provide. The “indicators” can only supplement,
and not replace, informed peer judgment of the
scientific process. But they can help complete the
anecdotal, fragmentary, and, necessarily, some-
what self-interested picture of the state of science
presented by the researchers themselves. Science
indicators, and especially bibliometric measures,
are reviewed in chapter 3 of this technical memo-
randum.

Bibliometrics is based on the assumption that
progress in science comes from the exchange of
research findings, and that the published scien-
tific literature is a good indicator of a scientist’s
knowledge output. Publications are the medium
of formal information exchange in science and the
means by which scientists stake their claims to in-
tellectual “property. ” Therefore, the more pub-
lications a scientist has, the greater is his or her
presumed contribution to knowledge.

Simple publication counts have a number of ob-
vious flaws: quantity of publications does not

measure the quality of the knowledge contained
therein; publications vary greatly in creativity and
impact. Simple counts also cannot be used for
cross-disciplinary analysis because of differences
in publication rates by research field, type of re-
search, research institutions, and a number of
other external factors.

Citation analysis addresses the problem of
measuring the quality of research output. It as-
sumes that the greater the quality, influence, or
importance of a particular publication, the more
frequently it will be cited in the scientific litera-
ture. Citation counts based on comprehensive
databases are being used on a limited basis to
monitor the performance of research programs,
facilities and faculties in Europe, and at the Na-
tional Institutes of Health (NIH) and NSF.

The problems of citation analysis include: tech-
nical problems with the database, variations in
the citation rate over the “life” of a paper, the
treatment of critical or even refutational citations,
variations in the citation rate with the type of pa-
per, and biases introduced by “self-citation” and
“in-house” citations. Developers of the citations
database are working to minimize these problems,
but some are inherent. Sophisticated variations
on the approach include co-citation and co-word
analysis, which are described in chapter 3,

Combinations of several research productivity
indicators (publications, citation counts, and peer
evaluation) have been used in the hope of over-
coming problems associated with each method en
its own. To the extent that the “partial indicators”
converge, proponents argue, the evaluation may
be more meaningful than if only one indicator
were used. Significant degrees of convergence
have been found by using this methodology to
evaluate large physics and astronomy facilities.
Since partial indicators depend in large part on
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a peer review system, they can be used as an in-
dependent check on scientists’ peer assessments
of research activities.

Despite the limitations of bibliometrics, NSF
and NIH have undertaken extensive studies to re-
fine the techniques and explore their applicabil-
ity to research program evaluation. In addition,
agencies of the French, Dutch, and British Gov-
ernments, and the European Organization for
Economic Cooperation and Development have
applied some of these indicators to research pro-
grams in their countries. The results of these
studies, and the limitations of this methodology,
are discussed in chapter 3.

Science “indicators” assess the ongoing vital-
ity of the research enterprise, complementing the
“output” measures of bibliometric analyses. These
indicators include statistics on scientific and engi-
neering personnel; graduate students and degree
recipients by field, sector, and institution; and the
support for graduate education and training. NSF,
NIH, and the National Research Council. (NRC)
publish detailed indicators on a regular basis.
However, the science policy community lacks

consensus on which indicators are most useful or
reliable. A report or workshop on the use of
science indicators to measure the health of the re-
search effort in the United States would be a use-
ful first step in that direction.

It is important to remember that all measures
or “indicators” of research inevitably are flawed.
Any number describing research is an abstract
symbol that depicts, imperfectly, only one aspect
of it. Choosing one measure over another implies
that the measurement user has made some as-
sumption about what is important. The chosen
measure has meaning only through interpretation.

These points underscore the subjective nature
of quantitative measures of research—’’objec-
tivity” is only apparent. Attaching numbers to
some phenomena allows the expression of certain
features in symbols that can be manipulated and
configured for analysis. This ability is invalua-
ble for analytical comparisons and the descrip-
tions of trends. Nevertheless, a number remains
no more than an abstract symbol that someone
decided best captures a particular aspect of some
real-world phenomena.

RESEARCH DECISIONMAKING IN INDUSTRY AND GOVERNMENT

To determine the degree to which economic
and noneconomic techniques are used by research
managers today, OTA reviewed the literature on
the use of these techniques in industry and gov-
ernment and interviewed experienced officials in
both sectors. A list of those techniques is provided
in table 2. The findings were quite surprising.

In industry, where one might expect quantita-
tive techniques to prevail due to the existence of
a well-defined economic objective for the individ-
ual firm or business, OTA found great skepticism
among research managers about the utility of such
techniques. Managers found them to be overly
simplistic, inaccurate, misleading, and subject to
serious misinterpretation. At the project selection
and program evaluation levels, there is little sys-
tematic data about the use of quantitative tech-
niques. Most articles describe a process adopted
by one firm or another without any indication as

to how widespread the practice is in industry as
a whole. This literature is reviewed in chapter 4.

Peer review dominates program evaluation in
industry, with an occasional firm attempting bib-
liometric analyses. For project selection, firms use
standard economic return on investment tech-
niques for projects at the development end of the
cycle, where costs and benefits are generally well
known and the risk can be quantified using past
experience. At the basic research end of the spec-
trum, industry’s project selection techniques tend
to be quite subjective and informal, supplemented
occasionally by scoring models. (See ch. 4 for defi-
nitions of the different techniques used in project
selection. ) At the applied research or exploratory
development stage, simple, unsophisticated selec-
tion procedures, based on a page or two of qual-
itative information or a simple rating scheme,
dominate.



Table 2.—Quantitative Methods Used
To Evaluate R&D Funding

Economlc (measure output in terms of dollars or productivity)
. Macroeconomic production function (macroeconomic)
● Investment analysis

–Return on investment (ROI)
–Cost/benefit analysis (CBA)
—Rate of return
—Business opportunity

● Consumer and producer surplus

Output (measure output in terms of published information)
● Bibliometric (publication count, citation, and co-citation

analysis)
● Patent count and analysis
• Converging partial indicators
• Science indicators

Project selection models
. Scoring models
● Economic models
● Portfolio analysis (constrained optimization)
. Risk analysis and decision analysis

SOURCE: Office of Technology Assessment.

At the level of strategic planning and resource
allocation for R&D in industry, some interesting
patterns have emerged. Industry tended to fund
research somewhat unquestioningly in the 1950s
and 1960s, only to become skeptical of a lack of
demonstrable return on the investment in the
1970s. Each industry tended to have a rule of
thumb; R&D should bes percent of sales, or per-
haps 10 percent in an R&D-intensive industry. In
the 1970s, corporate strategic planning came into
vogue, and technological change came to be rec-
ognized as an integral part of corporate planning.
R&D planning and budgeting was integrated into
the overall corporate strategic effort. Many firms
set up committees and other formal mechanisms
to assess long-term technical opportunities, estab-
lish broad goals for the commitment of resources,
ensure that resources are properly allocated to de-
velop the technology necessary to support those
goals, approve major new product programs, and
monitor progress.

The primary goal of such committees appears
to have been to ensure that R&D managers com-
municate regularly and formally with planning,
financing, marketing, manufacturing, and other
concerned parts of the corporation in setting and
achieving technological goals. Corporate manag-
ers have learned that R&D planning and budget-

ing is primarily an information and communica-
tion process, involving many persons and many
levels of the corporate hierarchy, using many cri-
teria and several iterations. The goal of corporate
managers has been to improve communication by
involving all affected parties. Economic and fi-
nancial modeling appear to play a secondary role
in this process, seining primarily as inputs to over-
all corporate strategic planning.

Government R&D managers also avoid quanti-
tative techniques for project selection and pro-
gram evaluation. Surveys of government research
managers reveal little use of quantitative meth-
ods for choosing projects or evaluating program:
(some notable exceptions are discussed inch. S)
Peer review tends to be the preferred method
of project selection, with the term “peer” often
broadened to include agency technical staff. Bib-
liometric techniques have been used extensive>
by NIH and on a limited basis by NSF in program
evaluation. NASA and the National Bureau of
Standards have carried out economic return-on
investment analyses, with limited success.

Budgeting for research and development share
many of the characteristics of traditional Federa
budgeting. It is incremental, fragmented, special
ized, repetitive, and based, to a large degree, or
recent history and experience. Much of the bud
geting is carried out by experts in narrow special
ties, who focus their attention on increments to
existing base programs. Attempts to “rationalize
the system by introducing techniques such a
“program planning and budgeting (PPB)” and
“zero based budgeting (ZBB)” have largely bee:
abandoned as unworkable and inappropriate
given the political nature of the Federal budge
process.

Some R&D forecasting and strategic planning
is carried out by agency advisory committees
such as NSF’s National Science Board, DOE
Energy Research Advisory Board, and NHI’s advi-
sory councils. NRC and its constituent bodies for-
really review Federal research programs and pro-
duce Research Briefings and Five-Year Outlook
that identify promising new avenues of research
None of those efforts constitutes true strategic
planning or forecasting. The Japanese, however
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provide an interesting model of systematic fore-
casting and planning for R&D.

Chapter 5 also describes the R&D forecasting
carried out by Japan’s Science and Technology
Agency and Ministry of International Trade and
Industry. These forecasts identify research areas
of long-term strategic importance using back-
ground information on research trends gleaned
from industry, government, and academic reports
from around the world. They incorporate “tech-
nology-push” and “market-pull” perspectives by
involving both laboratory researchers and indus-
trial users, and utilize a bottom-up rather than
a topdown approach, drawing heavily on recom-
mendations from the affected communities. The
process provides a forum for people from different
groups and different professions to communicate
about R&D priorities. This enables policymakers,
professional forecasters, scientific analysts, and
academic and industrial researchers to coordinate
research plans and to form a consensus on pri-
orities for future strategic research. Participants
have a stake in the successful outcome and follow-
through of the process, which tends to make the
forecasts self-fulfilling. The emphasis on commu-
nication and involvement of all affected parties
is strikingly similar to the lessons learned by U.S.
corporate management with respect to R&D plan-
ning and resource allocation described above.

SUMMARY

In summary, OTA finds that the metaphor of
research funding as an investment, while valid
conceptually, does not provide a useful practical
guide to improving Federal research decisionmak-
ing. The factors that need to be taken into account
in research planning, budgeting, resource alloca-
tion, and evaluation are too complex and subjec-
tive; the payoffs too diverse and incommensur-
able; and the institutional barriers too formidable
to allow quantitative models to take the place of
mature, informed judgment. Bibliometric and
other science indicators can be of some assistance,

The review of industry and government R&D
decisionmaking presented in chapters 4 and 5
leads to two conclusions. First, R&D management
and resource allocation are complex decision-
making processes involving trade-offs between
factors that often cannot be precisely measured
or quantified. Any effort to substitute formalistic
quantitative models for the judgment of mature,
experienced managers can reduce rather than im-
prove the quality of R&D decisionmaking. The
resistance of R&D managers to the use of quan-
titative decision tools is, to some degree, a rational
response to the complexity and uncertainty of the
process.

Second, the process of decisionmaking can
often be as important as the outcome.  In both the
U.S. and Japanese cases, bringing together experts
from a variety of fields and sectors and provid-
ing them with a vehicle to discuss R&O priori-
ties, budgets, and plans, was critical to success.
It may be that discussions of R&D resource allo-
cations in the United States should focus less on
the overall numbers and more on the process by
which those numbers were generated, with spe-
cial attention paid to questions of stakeholder in-
volvement and communications.

especially in research program evaluation, and
should be used more widely. However, they are
extremely limited in their applicability to inter-
field comparisons and future planning. The re-
search planning and budgeting experience in some
U.S. corporations and the R&D forecasting efforts
in Japan suggest a need to improve communica-
tion between the parties that carry out and uti-
lize research, and to assure that a wide range of
stakeholders, points of view, and sources of in-
formation are taken into account in formulating
R&D plans and budgets.
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Chapter 2

Measuring the Economic Returns:
Progress and Problems

INTRODUCTION

This chapter discusses past and current use of
economic measures of the return on research and
development (R&D) as an investment in individ-
ual industries and at the national level. Different
approaches distinguish between direct and indirect
returns, private and Federal spending, basic and
applied R&D. This chapter examines the difficul-
ties and ambiguities encountered when trying to
extend the analysis of private sector R&D spend-
ing to Federal R&D investments. It reviews at-
tempts— of mixed success-to use econometric
methods to measure the returns on Federal R&D
dollars in three industries that have been well-
studied: agriculture, aviation, and health.

Federal R&D dollars may also have indirect ef-
fects on productivity by triggering spinoffs or
spillovers; the chapter looks at the National Aer-
onautics and Space Administration (NASA) as an
example of the use of econometric methods to
measure such indirect effects. The chapter con-
cludes that while econometric methods have been
useful to track private R&D investment within in-
dustries, the methods fail to produce consistent
and useful results when applied to Federal R&D
support. From these findings, OTA concludes that
economic investment models are not likely to be
of great utility in helping to guide Federal research
decisionmaking .

ECONOMETRIC STUDIES AT THE NATIONAL LEVEL

Over the past three decades economists have E.F. Denisen attributed 20 percent of the growth
attempted to investigate the effect of research in the Nation’s real income between 1929 and 1957
expenditures, technological change, and other to “advance of knowledge” and 11 percent to
research-related inputs to production on the economies of scale.1 Such studies indicated that
growth of GNP, productivity, and employment. technological change, however defined, is impor-
Their basic production function approach has tant to national economic performance. z

been to separate the inputs to the economy into
three groups: capital and labor supply—the ma-
jor factors determining the productivity of a firm,
industry, or national economy—and an “other
factors” category, assumed to account for all
changes in productivity that could not be ex-
plained by changes in labor and capital. This
residuals category includes scientific knowledge,
technological advance, managerial and market-
ing expertise, economies of scale, the health and
education of the work force, and other factors that

Private R&D Investment

Building 0,1 these studies, in the late 19 SOS

economists began to include R&D expenditures
(assumed to be a rough indicator of technologi-
cal advance) as an input to their productivity cal-
culations, along with capital and labor. Numer-
ous studies found a strong correlation between
R&D spending and productivity growth. Look-
ing at R&D as an investment, economists sought

affect the efficiency of resource use.
‘E.F. Denisen, The SOIMCS  of Economic Growth ]n the Lf.S

In the 1950s, economists recognized that resid- (New York: National Bureau ot Economic Research, 1Q62).
2ZVI Griliches,  “Issues m t%sessmg  the Contribution ot Researchual factors were a major influence in economic and Development to Productlwty  Growth l%e  Beii Iournai  clt EC-LP

growth. Using the “factor productivity method, ” nomlcs, vol. 10, spring 197Q.

13
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to measure its rate of return. Fellner3 calculated
a 31 to 55 percent rate of return for the entire
economy. Terleckyj4 estimated a 29 percent re-
turn to firm-financed R&D. Mansfield5 estimated
a 40 to 60 percent return in the chemical industry
and Link* estimated 21 percent in the petroleum
industry. More recent in-depth studies confirm the
correlation between private R&D spending and
productivity increases (see box A).

These studies are representative of the strong
and consistently positive correlation found be-
tween privately financed R&D and productivity
growth in the manufacturing industries. They sug-
gest that econometric analysis of private R&D
spending produces estimates useful in evaluation
and planning. However, the wide range of cal-
culated rates of return to R&D spending and the
inability to assign causality to the correlations re-
flect the tentative and hypothetical nature of the
methodologies. Each study works with different
assumptions and definitions. Results are most de-
finitive and consistent for private spending within
one firm or industry, where it is easiest to define
and measure inputs and outputs.

Social return often exceeds the private rate of
return, as a company doing the R&D cannot reap
all the benefits from its work. One industry’s R&D
can spin off substantial benefits to other indus-
tries and other sectors of society, a difficult out-
put to quantify. In studies by Mansfield and
others, the social rate of return was two or more
times the private rate of return.7

In examining the applications of these economic
models it should be kept in mind that they are
only hypothetical constructs that attempt to de-
scribe complex events. Zvi Griliches, one of the

‘W. Fellner  ‘Trends in the Activities Generating Technological
Progress, ” American Economic Review, vol. 60, March 1970, pp.
1-29.

‘Nestor E. Terleckyj,  i%xts  of R&Don the Productivity Growth  of
Mustries:  h &xplorato~  Study  (Washington, DC: National Plan-
ning Association, 1974).

‘Edwin Mansfield, “Rates of Return From Industrial Research
and Development, ” American Economic Rew”ew,  vol. 55, May 196.S,
pp.  310-322.

‘A.N. Link, “Productivity Growth, Environmental Regulations
and the Compmition  of R& D,” The Belf  Journal of Economics, vol.
13, autumn 1%2, pp. 166-l@.

“Edwin Mansfield, “The Economics of lnnovatlon,  ” Innovation
and U.S. Research, W. Novis Smith and Charles F. Larson (eds. ),
ACS Symposium Series 129, Washington, DC, 1980, pp. 96-97.

foremost users of these models, warns that the
equations in the models reveal correlation, not
causality.8 Nor do the models reveal the path by
which R&D investment allegedly leads to produc-
tivity improvements. Moreover, the need to treat
R&D as the “residual,” or “the thing that remains
after everything else is accounted for, ” further
weakens the proof of relationship, since it is en-
tirely possible that other components of the re-
sidual exist, but have not been included in the
analysis. Finally, the production function ap-
proach of neoclassical economics is simply an
hypothesis about the way the world works; it has
not been proven that such production functions
exist or take the form assumed by economists. For
all these reasons the impressive returns on private
sector R&D investment reported above should be
viewed with caution.

The Returns, or Lack Thereof,
to Federally Funded R&D
in Specific Industries

Econometric approaches have been unsuccessful
in establishing a return on federally funded R&D.
Unlike the strong and consistently positive corre-
lations found between privately financed R&D
and productivity growth in the manufacturing in-
dustries, only weak and inconsistent correlations
have been found for federally funded R&D. Ter-
leckyj, in the 1975 study reported above, found
that for the 20 manufacturing industries he stud-
ied, “the coefficients for government-financed
R&D are not statistically significant, and the co-
efficient for government-financed R&D performed
in industry is actually negative. ”9 A decade later
Terleckyj reported subsequent studies that con-
firmed the weak indicators and smaller effects of
government-funded R&D. 10 Even in two indus-
trial sectors enjoying high, long-term government
funding and interest—aircraft manufacturing, and
communication and electronic components—Ter-

‘Ibid., p. 24, emphasis added.
Wester E. Terleckyj  (cd.), State of Science and Research: Some

New Indicators (Boulder, CO: Westview Press, 1977),  p. 131.
“’Nester E. Terleckyj, “Measur]ng  Economic Effects of Federal

R&D Expenditures: Recent History With Special Emphasis on Fed-
eral R&D Performed in Industry, ” paper presented to the Nat]onal
Academy of Sciences Workshop on “The Federal Role ]n Research
and Development, ” Nov. 21-22, 1985, p. 5.

.



15

Box A.—Recent Research Productivity Studies

Nestor Terleckyj, studying the productivity of entire industries in 1974, found that an industry’s rate
of productivity increase is directly related to the amount of its own R&D and to the amount of R&D car-
ried out by its supplier industries.1 In a study of the relationship between total factor productivity and
R&D in 33 manufacturing  and nonmanufacturing industries between 1948 and 1966, Terleckyj estimated
a 28 percent productivity return on private l&D investment in the manufacture“ g industries. He found
an even higher implicit productivity return on company-sponsored R&D by taking into account the R&D
inherent in purchases from supplier industries. For the nonmanufacturing industries the correlation was
much weaker, and in some cases actually negative. z

Zvi Griliches, in a 1975 study of 883 companies representing more than 80 percent of all the industrial
R&D conducted in the United States, found a .7 percent rate of return to total R&D, private plus gover-
nment funded, for the period 1957-65. There was a wide range in the rate of return by industry, with the
chemical industry at the top at 93 percent; electric equipment and aircraft and missiles at the bottom at
3 to 5 percent; and metals, machinery, and motor vehicles in the middle at 23 to 25 percent. For privately
financed R&D alone, Griliches found a substantially higher average return of 32 to 40 percent.3 Terleckyj
found this return to be quite comparable to his own value for the manufacturing industries of 37 percent
return on private R&D when only direct R&D inputs were considered.’

Griliches, in a follow-up to his 1975 study, found that firms that spend a larger fraction of their R&D
on basic research are more productive.5 He found that basic research had 2.5 to 4.5 times as great an effect
on productivity per dollar invested as total R&D. However, he cautioned that R&D or basic research may
not drive productivity and profitability successes, but the correlation could well be that “success allows
firms to indulge in these types of luxury pursuits.”

Edwin Mansfield, the third major analyst in this field, refined Terleckyj’s work on the 20 manufactur-
ing industries by dividing R&D into its basic and applied components. He found a “strong relationship
between the amount of basic research carried out by an industry and the industry’s rate of productivity
increase during 1948-1966.”6 In a further study of 37 innovations Mansfield compared the return on R&D
for those innovations to the firm making the investment (the “private return”) with the return to society
as a whole (the “social return”). He found a median private rate of return of about 25 percent, but a median
social return of close to 70 percent.7

Iikhvin  Mansfield, “Research and *iopment,  Productivlt’;  , and Inflation, ” Science, vol. 209, Sept. 5, 1960, p. 1,091.
?+stor  E. Terkckyj  (cd.), “Estimates of the Direct and Inmrect  Effects of 1ndus~al  R&D on Economic  Growth”  ~e state  Of s~en~  and RE-

+T Some NW hd.katofi (Boulder, CO:  WestView  press,  1‘~,  PP. l~lqz.
‘Ibid., pp. 133134.
‘Ibid., p. W.
‘Zvi Griliches, “Productivity, R&D,  and Basic Research at tb- Firm  Level in the 1970s, ” NBER Working Paper No. 1S47, typescript (National Bu-

reau of Econom;c  Affairs, 10s0 Massachusetts Avenue, Cambn{lm,  MA  021W),  January  19~ P. 16.
‘%dwm Mansfield, “Basic Research and Productivity Iricreaw  m Manufactunn g,” American Economrc Rewew, vol. 60, No 5, December 1960.

p. 866
‘Edwin Mansfield, “How Economists See R& D,” Reseamh  management, July 1982, p. 27.

leckyj “found strong positive association between
private R&D and productivity,” but “no effect of
government R&D.” 11

Measuring Federal R&D spending is more com-
plex than in the private sector. Tracing outputs
through the long and nebulous path from basic
research to commercial product is especially dif-
ficult. A company does research aimed at a pe-

cific product or market, controls the entire prod-
uct development process, manages its marketing,
and has a clear record of inputs and outputs. Fed-
eral research managers do not target R&D so
sharply, have virtually no say in private sector
decisions to develop a product, and have no in-
fluence and often no knowledge of what is hap-
pening in the market.

Terleckyj attributes the failure to find a return
on federally sponsored industrial R&D to the fact



16

that “government funded industrial R&D is a pub-
lic good and therefore is used by all users to the
extent where its marginal product is zero.” There-
fore, according to Terleckyj, “its contribution to
productivity cannot be observed statistically by
traditional techniques and approaches. ”12 In ad-
dition:

there is an inherent conceptual limitation in
the national income accounting (and the GNP
data) in that it attempts to measure the real cost
and the real product of the public sector at the
same time. While the resource cost utilized in the
public sector can be identified, the real output of
public goods cannot be measured because their
marginal product and implicit price is always
zero. 13

The inability to find a meaningful correlation
between government-funded R&D and productiv-
ity increases in the economy as a whole has led
economists to examine more closely the indirect
impact of Federal R&D on privately funded in-
dustrial R&D. According to Terleckyj, studies
done in the past 6 years “indicate that in most
cases government R&D expenditures have been
positively related to private R&D expenditures. ”14

Peter Reiss, reviewing the same literature, reports
12Ibid., p. 7.
13Ibid., p. 8.
14Ibid., p. 9.

a “general impression that Federal R&D is a com-
plement to private R&D efforts, ” but finds a lack
of “very good conceptual models of how Federal
R&D affects private R&D incentives. ”15

Frank Lichtenberg has attempted to distinguish
the direct and indirect links between Federal arid
private R&D. He argues that Federal R&D ex-
penditures “may, in principle, increase the aver-
age and marginal cost of private R&D performa-
nce by driving up the prices of R&D inputs’’—or
“crowding out” private R&D. Alternatively, fed-
erally sponsored R&D may leverage private R&D,
reducing the costs of private research and inno-
vation and raising the productivity of private
R&D—the “spillover effect.” He finds econometric
evidence for the crowding out hypothesis in the
short run, although less so in the long run. He
finds limited evidence for cost-reducing spillovers
but concludes that “it is probably the case that
a small fraction of federally supported R&D gen-
erates very large spillovers (some of which may
be negative.)’’”

“Peter C. Reiss,  “Economic Measures of the Returns to- Federal
R& D,” paper presented at the National Academy of Sciences Work-
shop on ‘The Federal Role in Research and Development, ” Nov.
21-22, 1985, pp. 11-12.

‘*Frank R. Lichtenberg, “Assessing the Impact of Federal indus-
trial R&D Expenditures on Private R&D Activity, ” paper pr=nted
to the National Academy of Sciences Workshop on “The Federal
Role in Research and Development, ” Nov. 21-22, 1985, pp. 31-32.

INDUSTRY CASE STUDIES: AGRICULTURE, AVIATION, AND HEALTH

Despite the problems in linking government
R&D expenditures to productivity improvements
in the economy as a whole, studies have shown
sector-specific productivity improvements from
targeted government R&D programs. This section
looks at econometric analyses of Federal R&D
support of three industries-agriculture, aviation,
and health—whose long and heavy dependence
on Federal R&D financing has made it feasible for
economists to estimate inputs, outputs, and rates
of return. The results of, and problems with, those
evaluations are presented below.

Agriculture

For nearly a century, since the passage of the
Hatch Agricultural Experiment Station Act in
1887, the Federal Government has had a program
to support applied research related to improved
farm productivity. The program today has three
main elements: 1) the Agricultural Research Serv-
ice, which funds research and technology trans-
fer projects at the USDA’s own research stations
and at state universities; 2) the Cooperative Re-
search Service, which consists primarily of match-
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ing (Hatch Act) grants to State Agricultural Ex-
periment Stations located at the State Land Grant
Universities set up by the Land Grant College Act
of 1864; and 3) the Economic Research Service.
The budgets for the three services for fiscal year
1985 were $470 million, $320 million, and $50 mil-
lion, respectively.

17 In addition, the States pro-

vide more than $500 million a year in research
funding to their agricultural experiment stations.
The evolution of Federal and State support for
research and extension directed at improvements
in agricultural production technology is presented
in table 3 below.l8

Many econometric studies of the productivity
return to agricultural research have been carried
out in the past three decades, beginning with Zvi

“National Science Foundation, Federal R&D Fund”ng  by Budget
Function, Fiscal Years 1984-1986, NSF 85-318 (Washington, DC:
NSF, March 1985), pp. 74-75.

‘SR.E. Evenson,  “Agncuhure,” ch. s of Richard R. Nelson ed. ),
Government  and Technical Progress: A Cross-Industry An.dvsIs
(New  York: Pergamon Press, 1982), p. 252.

Table 3.— Expenditures by the Public Sector on
Research and Extension Oriented to Improved
Agricultural Production Technology, 1890.1970

Expenditures on research
State agricultural experiment stations

USDA Expenditures
funded on Public

% State % Federally % USDA outside Extension
Year Total a funded funded funded Statea Service a

1890 97 22 78 2.6
1900 12.2 34 66 10.4
1910 370 39 61 4 7 4
1915 342 72 28 62.5
1920 287 77 23 49,0
1925 425 85 15 59.2
1930 75.6 73 27 96.5
1935 793 57 27 16 6 6 5
1940 113,2 54 28 18 1199
? 945 1142 56 23 20 9 7 8
? 950 1943 63 17 20 8 3 4
1955 251 4 63 17 20 89.2
1960 3448 55 15 30 8 7 6
1965 385.5 58 16 26 6 7 8
1970 414,5 66 16 18 109.5
1975. 420.0 na na na 110,0
1980. 428.0 na na na 110.0

0.3
1 3
2 4

18,0
4 6 4
61 6
7 7 2
7 0 2

107. 7
1020
140.8
152 1
169.5
179.7
2210
264.0
314.0

aln mllllon~  of constant 1980 dollars

SOURCE R E Evenson,  “Agriculture,” ch. 5 of Richard R Nelson (cd.), Govern.
rnent  and Techmcal Progress” A cross-lndusf~  Analysts  (New York
Pergamon Press, 1982), p 252

Griliches’ classic 1958 study of hybrid corn tech-
nology. All but one of the studies have shown a
very high internal rate of return on public sector
agricultural research, as can be seen from table
4 below. The rate of return varies from a low of
21 percent to a high of 110 percent, with the vast
majority in the 33 to 66 percent range. Public sec-
tor agricultural research has generally been con-
sidered to have been a significant success. Richard
Nelson summarizes the characteristics of the agri-

Table 4.—Econometric Studies of Productivity Return
to Agricultural Research in the United States

Author (date) Commodity Time period Rate of return

Gri l iches (1964) Aggregate 1949-59 35-40
output

L a t i m e r  ( 1 9 6 4 ) Aggregate 1949-59 Not significant
output

Peterson (1967) Poultry 1915-60 21
Evenson (1968) Aggregate 1949-59 47
Cline (1975) Aggregate 1939-48 41-50
Knutson and Tweeten

( 1 9 7 9 )  , , Aggregate 1949-58 39-47
1959-68 32-39
1969-72 28-35

Bredahl and Peterson
(1976) Cash grain 1969 36

Poultry 1969 37
Dairy 1969 43
Livestock 1969 47

Davis (1979) Aggregate 1949-59 66-100
1964-74 37

Evenson (1979) Aggregate 1868-1926 65
1927-50 95 (applied R&D)
1927-50 110 (basic R&D)
1948-71 45 (basic R&D)

Davis and Peterson
(1981) Aggregate 1949 100

1954 79
1959 66
1964 37
1969 37
1974 37

Norton (1981 ) Cash grain 1969 3 1a

Poultry 1969 27
Dairy 1969 56
Livestock 1969 30
Cash grain 1974 44
Poultry 1974 33
Dairy 1974 66

aBa9@ on maximum lag length estimated (9 Yearsl

SOURCE: Robert D Weaver, “Federal R&D and U S Agriculture An Assessment
of the Role and Productwty  Effects, ‘ paper presented at the National
Academy of Sciences Workshop on “The Federal Role In Research and
Development, ” Nov 21-22 1985, p 27
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cultural sector that have made it amenable to this
success:

In the first place, farming is an atomistic indus-
try and farmers are not in competition with each
other. Differential access to certain kinds of tech-
nological knowledge, or property rights in certain
technologies, are not important to individual
farmers. This fact at once means that farmers have
little incentive to engage in R&D on their own be-
half and opens the possibility that the farming
community itself would provide the political con-
stituency for public support of R&D.

The Federal/State agricultural extension system
. . . marshaled that support and put the farmers
in a position of evaluating and influencing the
publicly funded applied R&D. The system is
highly decentralized. The regional nature of agri-
cultural technology means that farmers in indi-
vidual states see it to their advantage that their
particular technologies be advanced as rapidly as
possible.

It was [the] combination of an evolving set of
agricultural sciences based in the universities and
supported publicly, and applied research and de-
velopment also publicly funded but monitored
politically by the farming community, that has
made public support of agricultural technology
as successful as it has been. Where private com-
panies are funding significant amounts of inno-
vative work and the industry is reasonably com-
petitive, it is in the interest of the fanners as well
as the companies that public R&D money be al-
located to other things. [A] reasonably well de-
fined division of labor has emerged between pub-
licly and privately funded applied research.l9

The nature of the agricultural sector explains why
Federal R&D has a powerful effect and why econ-
ometric methods can arrive at relatively reliable
estimates of this effect.

Aviation

Since World War II the Federal Government
has provided a considerable amount of R&D sup-
port for aviation. Indeed, according to David
Mowery, “the commercial aircraft industry is vir-
tually unique among manufacturing industries in
that a Federal research organization, the National

“Richard R. Nelson (cd.), Government and Technical Progress:
A Cross-fndustry  haiysis  (New York: PergarnOn F’mst 19821,  PP.
466-467.

Advisory Committee on Aeronautics (NACA,
subsequently the National Aeronautics and Space
Administration, NASA) has for many years con-
ducted and funded research on airframe and
propulsion technologies.”20 In addition, the De-
partment of Defense has provided considerable
support for research and development on military
aviation that has generated considerable civilian
spinoffs, and the aircraft industry itself conducts
a great deal of in-house R&D. The total national
R&D expenditure for aircraft from 1945 to 1982
was $104 billion (in 1972 dollars), of which $77
billion was provided by the military, $9 billion
by NACA/NASA and $17.4 million by industry.
Figure 1 breaks out those expenditures by year.
About 45 percent of the total R&D budget went
to aircrames, about 30 percent to avionics, and
about 25 percent to engines.

The benefits of this investment to the U.S. avia-
tion industry and the consuming public were sub-
stantial. According to Mowery, the “total factor
productivity in this [the commercial aviation] in-
dustry has grown more rapidly than in virtually
any other U.S. industry during the postwar pe-
riod. ”2l Two commonly used indices of aircraft
performance are the number of available seats
multiplied by the cruising speed (AS X Vc) and
the direct operating costs per available seat mile
(DOC). Between the DC-3 of 1940 and the Boe-
ing 707 of 1959 the AS X Vc increased by a factor
of 20 and the DOC fell by a factor of 3. The in-
troduction of the Boeing 747 in 1970 increased the
AS X Vc by another factor of 3 and halved direct
operating costs. According to Mowery’s calcula-
tions, if the total volume of airline passenger traf-
fic in 1983 were to have been flown using 1939
technology (primarily the DC-3), the cost to the
Nation would have been $24 billion (in 1972 dol-
lars) rather than the $5.8 billion actually incurred
(also in 1972 dollars). Thus, improvements in
commercial aircraft technology led to more than
$18.2 billion (in 1972 dollars) in additional air
transportation services rendered for the actual
amount paid. This benefit is considerably over-
stated in that consumers would have undoubtedly

~avid–C.  Mowery, “Federal Funding of R&D In Transporta-
tion: The Case of Aviation, ” paper presented to the National Acad
emy of Sclenc= Workshop on ‘The Federal Role  In Research an~
Development, ” Nov. 21-22, 1985, p. 13.

“Ibid., p. 6.
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Figure 1.— Annual R&D Investment, 1945-82
(1972 dollars)
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SOURCE: Dawd  C. Mowew,  “Federal Funding of R6D in Transportation: The Case
of Avtatlon,  ” paper presented to the National  Academy of Sciences
Workshop on “The Federal Role In Research and Development, ” Nov.
21-22, 1985.

used other modes of transportation, or foregone
a considerable amount of travel, had the aircraft
operating costs not declined so substantially. On
the other hand, the benefit does not take into ac-
count the value of the time saved by more rapid
airline travel, the additional economic activity
generated by an expanded airline industry, and
the foreign trade benefits of the multibillion dollar
sales of U.S. aircraft abroad.

If the $18 billion in additional air transporta-
tion services is taken as the benefit of improved
aircraft technology, and the $104 billion total in-
dustry plus government R&D expenditure from
1945 to 1982 as the cost, then the social return
from this investment appears to be on the order

of 17 percent per year. If military development
expenditures—about half of total military avia-
tion R&D costs—am subtracted from the cost
side, on the grounds that they do not directly sup-
port the commercial market, then the return on
investment increases to close to 27 percent per
year. Mowery has carried out a more sophisti-
cated return on investment calculation in which
he finds the internal rate of return from industry-
financed and civilian Federal R&D to be about
24 percent.

Mowery also emphasizes that other factors play
an important role. Civil Aeronautics Board reg-
ulations encouraged the adoption of new aircraft
technologies between 1938 and 1978 by control-
ling air fares, which encouraged the airline indus-
try to pursue a marketing strategy of technical
innovation and service improvements. The reg-
ulatory incentive to innovate probably amplified
the apparent social return.

Although it is not possible to isolate the civil-
ian return on Federal aviation R&D, the dramatic
expansion of the airline and aircraft industries in
the United States after World War II is clear in-
dication of the benefits of this unique Federal sec-
toral policy. Even in this industry, the economists
are not unanimous on the productivity benefits.
TerIeckyj, for example, claims to have found “no
effect of government R&D” on productivity im-
provements in the airline industry.22 That his
conclusions clash with common sense and other
analyses illustrates the danger of depending solely
on economic formulas to guide Federal R&D de-
cisions.

Health

In 1985, the United States spent $381.2 billion
on health care. Three percent of that, $11.5 bil-
lion, went to health R&D. The Federal Govern-
ment funded two-thirds of the research, with half
the money going to the National Institutes of
Health (NIH).23 With health care accounting for
more than 10 percent of GNP and health research

‘Terleckyj,  “Measuring Ecorlomic Effects of Federal R&D Ex-
penditures: Recent History With Special Emphasis on Federal R & D
Periormed  In Industv,  ” op. cit., p. ~

‘U.S. Department of Health and Human Services, .N’IH Data
Book, MH Publication No. 85-1261 (Washington, DC: DHHS, June
1985).
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claiming 33 percent of all nondefense Federal R&D
funds,24 health policymakers have asked whether
it is possible to measure the economic benefits of
biomedical research and development in terms of
the primary output, improvements in health.

Measuring the productivity of health R&D is
complicated by the value-laden issue of setting
comparable economic values on well-being, ill-
nesses, diseases, and life span. The economic costs
of illness and disease, embodied in a “cost of ill-
ness” model, inform the national health agenda
and the allocation of Federal health research
budgets. An agency of the Public Health Service,
the National Center for Health Statistics, has been
directed by Congress to calculate annually the
economic costs of illness and disease.

In response to an NIH initiative in the early
1970s, Selma Mushkin and her colleagues at-
tempted to use a human capital methodology to
quantify the economic costs of disease between
1900 and 1975.25 They first calculated straightfor-
ward direct costs: expenditures on hospital care,
physician’s services, nursing home care, drugs,
and medical appliances. The human capital model
also includes indirect costs, specifically morbid-
ity costs, which are losses incurred when illness
results in absence from employment or a disabil-
ity removes someone from the work force; and
mortality costs, losses due to premature death.
Mortality costs, in particular, embody the human
capital approach in that they value one’s life
according to one’s earnings, or according to the
market value of one’s skills. They estimate present
value of future losses due to premature death, tak-
ing into account life expectancies for different sex,
race, and age groups, varying labor force partici-
pation rates, and the discount rate.26

Mushkin attempted to estimate the contribu-
tion to the observed reduction in the national mor-

“American Association for the Advancement of Science, Re-
search & Development, FY  1986 (Washington, DC: AAAS,  1985),
p. 27.

“Selma Mushkin,  Biomedical Research: Costs and Benefits
(Cambridge, MA: Ballinger  Publishing Co., 1979).

‘bFor  extensive illustrations of the human<apltal  approach, see,
B.A. Weisbrod,  “Costs and Benefits of Medical Research: A Case
Study of Poliomyelitis, ” Jouma/  of Political Economy, vol. 7Q, hlay -
June 1971, pp. 527-544. .AIso  R. FeIn, Economics ok Mentaf Illness
(New York: Basic Books, 1958). Also, S.J.  hlushkin,  “Health as an
Investment, ” ]oumaf of Po/itjcaf  Economy, vol. 70, October 1962,
pp. 129-159.

tality rate of a number of factors, such as better
public health measures, improved working con-
ditions and nutrition, better personal health care
and higher income, and biomedical research. She
treated the mortality rate as a function of five in-
dependent variables—economic factors, societal
factors, environmental factors, provider charac-
teristics, and a measure of technical advances at-
tributable to biomedical research and develop-
ment. She then used regression analyses and other
statistical techniques to determine the coefficients
of each of the five variables in the equation pre-
dicting mortality rates. Indicators of technical ad-
vances due to research and development proved
especially difficult to find, so Mushkin and her
colleagues were forced to treat the technology
variable as a residual; any reduction in mortal-
ity not attributable to the other variables in the
function was attributed to biomedical research.

Based on this model, Mushkin found that bio-
medical research accounted for 20 to 30 percent
of the reduction in mortality between 1930 and
1975. She estimated that each l-percent increase
in biomedical research funds lowered mortality
rates 0.05 percent. She also estimated that 39 per-
cent of the reduction in days lost due to illness
could be attributed to the results of biomedical
research. Using human capital theory she esti-
mated the value of each premature death averted
at $76,000 and each work-year gained when ill-
ness is averted at $12,250. With these dollar values
inserted for the reduced mortality and morbidity
attributed to biomedical research, Mushkin found
a return of $145 to $167 billion on a $30 billion
investment, equivalent to an internal rate of re-
turn of 46 percent.

Critics have attacked the cost of illness model
on economic and ethical grounds. Stephen Strick-
land argues that applying such estimates to deci-
sions on public spending “carries an unacceptable
implication that people should be protected, or
saved, in proportion to their economic produc-
tivity and personal earnings. ”27 Such an approach
devalues or dismisses the lives of many older citi-
zens, children, women working in the home, or
underemployed minority groups. In addition, a
person’s earnings may vary significantly over

‘“Stephen  P Strickland, Research and the Health  of .4merlcans
(Lexington, MA: Lenngton  Books, 1!?78),  p. 4S
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time, making extrapolations unrealistic. Further-
more, depending on the data and methodology
used, calculations of the cost of a disease to the
economy can produce a wide range of conclu-
sions. Table 5 illustrates the divergent estimates
of three groups analyzing the costs of the same
diseases.

Many important costs of illness are also less
quantifiable, such as the psychological costs for
the patient and family. Costs can extend beyond
the immediate period of illness and go unac-
counted for if the disease is chronic. Some illnesses
entail intergenerational costs, creating immeasura-
ble long-term effects.

Measuring productivity gains in health care
raises additional questions for economists. First,
how does one assign a value to the health of in-
dividuals? Because almost all medical bills are paid
by a third party-the government or an insurance
company—health care is not as subject to mar-
ket forces as other industries, and it is impossi-

 ble to know the value of the care to the consumer.
One indirect measure of the economic benefits of
public health is increased worker productivity, but
this gives no value to the health of the retired or
those outside the work force. Distinguishing the
inputs to improved health is as difficult as meas-
uring the outputs; changes may be due to im-
proved biomedical technology, nutrition, environ-
mental conditions, exercise habits, more widely

available or affordable health care, or a host of
other factors. 28

Physician and economist Jeffrey R. Harris sum-
marizes the knotty conceptual and methodologi-
cal problems inherent in measuring economic
returns on investment in biomedical research:

1.

2.

3.

4.

5.

6.

In the biomedical sciences, the separate con-
tributions of basic and applied research in bio-
medicine can be difficult to distinguish. . . .
The separate contributions of public and pri-
vate investments in biomedical R&D are sim-
ilarly difficult to distinguish. . . .
Not all biomedical innovations have arisen
from biomedical research and development. . . .
The relative contributions of domestic and for-
eign investments in biomedical R&D will be-
come an increasingly important issue.
Assignments of improvement in health to spe-
cific biomedical innovations is not always pos-
sible. . , . Observed improvements in health
may have resulted from public health meas-
ures or changes in life style and the environ-
ment. . . .
The economic valuation of improvements in
health raises important conceptual questions.
In particular, innovations that prolong life
generally result in increased economic trans-
fers from younger, productive generations to
older, less productive generations.

~Charies  L. Vehom,  et al., “Measuring the Contribution ot Bio-
medical Research to the Production of Health, ” Research POIICV
vol. 11, 1982, p. 4.; and Mushkin, “Health as an Investment, op.
cit., p. 133.

Table 5.—Economic Costs of Disease: Differential Estimates

E s t i m a t e s
NIH est imates prov ided to Est imates of developed by methodology of

D i s e a s e H o u s e  A p p r o p r i a t i o n s  C o m m i t t e ea s p e c i a l  C o m m i s s i o n sb S o c i a l  S e c u r i t y  A d m i n i s t r a t i o nc

Arthritis . . . . . . . . . . . . . . . . . . $4 bi l l ion $13 bi l l ion $3.5 bi l l ion
Asthma . . . . . . . . . . . . . . . . . . . $187 mi l l ion $855 mi l l ion
Blindness . . . . . . . . . . . . . . . . . $5.2 bi l l ion $2.2 bi l l ion
Cancer . . . . . . . . . . . . . . . . . . . $15 to $25 billion (range) $17.4 bi l l ion

Diabetes . . . . . . . . . . . . . . . . . . $3.5 bi l l ion
Digestive disease . . . . . . . . . . $16.5 bi l l ion $17.5 bi l l ion
Heart, lung, and

blood disease . . . . . . . . . . . $58 bi l l ion $12 bi l l ion
Epilepsy . . . . . . . . . . . . . . . . . .. $4.3 bi l l ion $522 mi l l ion
Influenza . . . . . . . . . . . . . . . . . $700 mi l l ion $4,1 bi l l ion
Mental illness . . . . . . . . . . . . . $40 billion $36.8 billion $13.9 bi l l ion

$5.3 billion

aE~t ,mate~ offered  , n the Iestl mony Of N I H  I nst I tute dl rectors or staff or orovlded  I n supplementary mater!als  I n the  course of hearln9s on N I H a~ ~roo at Ions ‘or

ftscal year 1977
bEstlmates  devel~ed ~espectlvely, by the National commission  on Afihrltls  and Related Musculoskeletal  Diseases and the Natlonai  Cornrnlsslofl  on Diabetes
C Es~,mates devel~ed  ~,th the hel ~ of Barbara S c~per,  Off Ice of Research and Statl  stlcs, Soctal  Security Adm!n!  St rat Ion

SOURCE StePhen P Strickland, Research md the Hea/fh of Amertcans  (Lexington, MA” Lexington Books, 1978), P 46
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7. Although considerable attention has been de-
voted to valuing loss of life, the state of the
art in gauging improvements in quality of life
is far less advanced.

8 . . . . assessments [based on gains in productiv-
ity] may substantially understate the public’s
willingness to pay for certain innovations. 29

The three sectors analyzed above have similari-
ties that make them amenable to quantitative
analysis. Federal agricultural R&D is particularly
suited to econometric analysis because the farmers
themselves do almost no research; the government
plays a significant role in promoting the applica-
tion of its research; the government is a major cus-
tomer, both directly and through farm and trade
policies; and productivity improvements are easy
to measure. The aviation industry is also a long-
established, well-defined sector, dominated by Fed-

“Jeffrey R. Hams, “Biomedical Research and l>evelopment:
Measuring the Returns on Inv@ment, ” currently unp lbiished  type-
script of the National Academy of Sciences, National Academy of
Engineers, and Institute of Medicine, November 1985, and for a fur-
ther discussion of the basic-applied distinctions and the pathways
between the two, see Julius H. Comroe and Robert Dripps,  “Scien-
tific Basis for the Support of Biomedical Science, ” SCience,  vol. 192,
Apr. 9, 1976, pp. 105-111.

eral support. Aviation R&D is heavily weighted
toward the development end and often incre-
mental, making it easier to trace the returns on
research. Despite the ease of tracking the prod-
ucts of the aviation industry and the extensive his-
torical records, the case illustrates the difficulty
of defining the scope of outputs to be included
in an economic analysis; should these include only
improved air transportation services, overall im-
proved transportation, or all the indirect social
and economic benefits of the airline industry? The
health sector is less tractable, but has received sig-
nificant attention because of the large sums of Fed-
eral money involved. Many of the great advances
in heath care come serendipitously from basic re-
search, making it difficult to trace the return on
investment.

These analyses do not reveal the extent to which
return on private or Federal R&D investment of
an industry depends on variables such as R&D
intensity, size, degree of concentration in a few
large companies, whether the industry is emerg-
ing or stagnant, extent of technological competi-
tion within the industry, capital intensity}’, mar-
ket position, and government influences other
than R&D.

SPINOFFS AND SPILLOVERS: NASA

The bulk of Federal research supports the in-
ternal missions of agencies like the Department
of Defense (DOD) and NASA. While not aimed
at commercial products, this research contributes
indirectly to the development of commercial prod-
ucts or processes. These “spinoffs” and “spillovers”
differ from the direct economic impacts of re-
search sponsored by the Department of Agricul-
ture, NIH and the civil aeronautics program of
NASA in that they are unintended byproducts of
activities carried out primarily to support non-
economic mission agency goals, such as the ex-
ploration of space and national security. The eco-
nomic impacts of the NASA R&D programs have
been studied with special thoroughness and will
therefore be described in some detail.

Three different approaches have been used to
estimate the economic benefits of NASA’s pro-
grams, according to former NASA chief econo-

mist, Henry Hertzfeld.30 First are macroeconomic
studies similar to those described for R&D inves-
tments in the economy as a whole. Second are
macroeconomic analyses of the direct and indirect
benefits from inventions and innovations result-
ing from the NASA R&D programs. Third are
studies of the patents and licenses resulting  from
space R&D programs, used as a measure of the
transfer of technology to the private sector.

Macroeconomic Studies

The first macroeconomic study, carried out by
the Midwest Research Institute in 1971, estimated
productivity changes in the national economy and

‘Henry R. Hertzfeld,  “Measuring the Economic Impac:  ot Fed-
eral Research and Development Investments in Civilian Space Activ-
ities, ” paper presented to the Nationai  Academy of Sciences Work-
shop on “The Federal Role m Research and Developer:, ” Nov.
21-22,  1985.



23

then subtracted changes due to capital, labor, and
such non-R&D residuals as demographics, edu-
cation, length of workweek, and economies of
scale. The discounted rate of return to NASA-
sponsored R&D, calculated by doing a least-
squares regression of the remaining residual, came
to 33 percent, or a seven to one benefit/cost ra-
tio. This study has several major liabilities. As-
signing residual benefits to one factor, such as
R&D, is inherently dangerous because we cannot
be certain about the importance of other, un-
known residual factors. The study did not look
specifically at NASA R&D, but simply gave it
credit for a proportionate share of the benefits of
all R&D. The lifetime for benefits was arbitrar-
ily set at 18 years .31

Chase Econometrics, in 1975, carried out a far
more sophisticated analysis of the economic im-
pact of NASA R&D, again using a residual cal-
culation from a production function. Chase cal-
culated a “cumulative ‘productivity’ return to
NASA R&D of 14 to 1,” which “translated into
an annual discounted rate of return of 43 percent
to NASA outlays. ” However, when asked to repli-
cate its methodology in 1980, using an “updated
and longer time series, ” Chase found that “produc-
tivity changes from NASA R&D spending proved
not to be statistically different from zero. ” Hertz-
feld concludes that the revised Chase study “shows
that due to the theoretical and data problems with
the macroeconomic model and data sets available,
this approach to finding aggregate economic re-
turns to R&D expenditure is difficult at best, and
probably impossible. “32

Macroeconomic Studies

The two major macroeconomic studies of the
economic benefits of NASA R&D programs used
the “consumer surplus” approach to estimating
the value to society of introducing a new prod-
uct or reducing the cost of an existing product.
The “consumer surplus” approach assumes that
many people would be willing to pay more than
the market price for a new or improved product,
and uses supply and demand curves to estimate
that “surplus. ” Based on this approach, Mathe-
matical, Inc., in 197.5, estimated the overall bene-

fits to society from four NASA-stimulated tech-
nologies-gas turbine engines, integrated circuits,
cryogenics, and “NASTRAN,” an advanced com-
puter program dealing with structural analysis.
They found that “over a ten year period from 1975
to 1984 the four technologies could be expected
to return a discounted total of $7 billion (in con-
stant 1975 dollars) in benefits that were attribut-
able to NASA’s involvement in their develop-
merit. ” This could be compared to a total NASA
budget in fiscal year 1975 of $3.2 billion. (But
about $30 billion over that 10-year period in 1975.)33

In 1977, another consulting firm, Mathtech,
Inc., conducted a benefit/cost analysis of products
adopted by the private sector as a result of NASA’s
formal technology transfer program. Mathtech
only estimated the costs to the private sector “of
further developing and transferring the innova-
tions rather than the costs of the initial space
R&D development of the technology. ” The as-
sumption here was that the initial developmen-
tal costs would have had to be incurred for the
space program whether the technology was trans-
ferred or not. Unfortunately, this makes a calcu-
lation of the return on the NASA investment im-
possible. However, the benefit/cost ratios to the
private sector were most impressive: 4:1 for the
cardiac pacemaker, 41:1 for a laser cataract tool,
68:1 for a nickel-zinc battery, 340:1 for zinc-rich
coatings, and 10:1 for a human tissue simulator.34

Both the Mathematical and the Mathtech studies
are undermined by important weaknesses in the
“consumer surplus” theory. The demand curves
used to calculate the surpluses in that theory are
inherently unreliable when applied to new tech-

nologies that have no well- formed demand func-
tion and to evolving technologies whose demand
functions change over time. In addition, both
studies fail to compare benefits to NASA devel-
opment costs.

Patent Analysis

A third approach is to study what industry does
with the licenses and patent waivers granted by
NASA. Analyzing patent waivers, in which NASA
allows a company to patent an invention devel -

“Ibid., p. 9.
“Ibid., pp. 11-12, emphasis added.

“Ibid., pp. 18-19.
“Ibid., pp. 19-20.
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oped under contract, Hertzfeld has found that the
commercialization rate (total commercialized in-
ventions divided by total waivers) averaged 20.8
percent over the period 1961-75, with electrical
machinery, communications equipment, and in-
struments accounting for over 69 percent of all
commercialized specific waivers. Of the more than
197 NASA patents licensed to industry, Hertzfeld
found that 54 were commercialized between 1959
and 1979. This was still a very small fraction (1. s
percent) of the more than 3,500 patents owned
by NASA at the time.35

Finally, Hertzfeld points out that another eco-
nomic benefit of the NASA space R&D program
has been the creation of a multibillion dollar sat-
ellite communications industry and a tenfold re-
duction in the cost of satellite communications.
However, Hertzfeld stresses that “economic re-
turns are not the primary reason for space invest-
merits, ” and therefore “no economic measure or
calculation can, by definition, encompass the en-
tirety of the return to space investment. ”36

“Ibid., pp. 24-26.
36Ibid., p. 4.

IMPLICATIONS FOR USING ECONOMIC INVESTMENT MODELS
TO GUIDE FEDERAL R&D DECISIONMAKING

The studies described above present a discour-
aging picture for the use of economic returns as
a valid measure of the value or desirability of Fed-
eral research Funding. Although strong positive
returns to private sector research funding in gen-
eral, and basic research funding in particular, have
been indicated by macro-level econometric stud-
ies, no such positive returns have been shown for
Federal research spending. Using econometric
models to estimate the aggregate rate of return
to all Federal research pushes the methodology
beyond its limited capabilities.

The fundamental stumbling block to placing an
economic value on Federal R&D is that improving
productivity or producing an economic return is
not the primary justification for most Federal
R&D programs. The basic justification for Fed-
eral support  of  R&D is to encourage research that
is socially desirable, high risk, or in the national
interest but that is unlikely to be funded by the
profit-driven private sector. The very concept of
measuring the return to Federal investment in re-
search in economic terms is therefore inherently
flawed.

Economists who have studied this issue describe
these flaws must vividly. At a fundamental level,
Federal research is a public good which cannot
be valued easily in economic terms. As Peter Reiss
has expressed it:

Typically the [activities of] the Federal govern-
ment . . . produce things that have no market
values that economists can even begin to mea;-
ure. There is no market price, for example, for
most health advances, and there is no conceiva-
ble evaluation for . . . public goods . . . like a
strong national defense. These things are just not
quantifiable .37

In many cases substantial economic benefits,
such as NASA spinoffs and the computer and
microelectronics technology spawned by DOD re-
search, were secondary to the primary political
and national security missions.

Frank Lichtenberg has found that Federal pro-
curement has a far greater and more positive ef-
fect on private R&D expenditures than does Fed-
eral R&D. This finding is consistent with that of
a number of other economists. 38 The direct influ-
ences of R&D support keep company with indirect
but powerful Federal influences on private sector
R&D through patent law, macroeconomic pol-
icies, tax incentives, trade policies, technology
transfer, antitrust practices, and regulation.

‘-The National Academy of Sciences, Committee on Science,
Engineering and Public Policy, The Federal Role [n Research and
Development, typescript transcript (Washington, DC: NAS, Nov
21, 1985),  p. .s3.

~Nelson,  op. cit., pp. 459462,  471-472.
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In addition, there are fundamental flaws with
the econometric methodology for measuring re-
turns on investment when applied to Federal
R&D. First, macroeconomic studies measure the
aggregate return to the total expenditure on past
R&D. They do not provide any information on
the incremental return to the marginal expendi-
ture on future R&D, which is the concern of the
policymaker. Another major stumbling block in
econometric analyses is that they measure inputs
(R&D investments) and outputs (productivity
changes) while ignoring the process that goes on
in between. That process is the critical stage of
turning laboratory research into a tangible return
—innovation and commercialization. Research
cannot result in product or process improvement
unless each step in the move from idea to market
is successful: advanced development, pilot studies,
legal blessing of patents and licenses, production,
and marketing. These intermediate commerciali-
zation steps are as important a factor in the move
from R&D to productivity as is the R&D invest-
ment itself. However, the Federal Government has
direct control only over its R&D investment, and
very little influence over commercialization in the
private sector.

According to Hertzfeld, the production func-
tion model used in most econometric analyses “as-
sumes that a formal relationship between R&D
expenditures and productivity exists” but “skips
a number of steps in the process . . . creation of
new knowledge, which will lead to ideas, inven-
tions, innovations, and eventually, with proper
marketing and distribution, commercial products
. . . Assuming that all of these missing steps take
place from any given set of R&D expenditures is
taking a giant leap without looking. 39

Hertzfeld concludes his study of the economic
impact of Federal R&D investments in civilian
space activities with a statement that seems appli-
cable to the more than 80 percent of the Federal
research budget that is not aimed directly at im-
proving economic competitiveness:

. . no economic study should attempt to put a
“bottom line” ratio or return on space R&D in-
vestments. There is no such number in existence—
it only lives in the uncharted world of general

‘Hertzfeld,  op. clt,, p, 7.

equilibrium theory. . . . All such numbers are
products of economic models with many limiting
assumptions. Even when these assumptions and
qualifications have been carefully laid out, the ex-
istence of the number is an attractive bait to those
politicians and others who need to justify space
R&D. Once a “total” returns number is used, it
quickly finds its way into misuse .40

Clearly, R&D expenditures may be conceptu-
alized as an investment flow, largely on the no-
tion that R&D expenditures support the growth
of an “R&D capital stock” or knowledge base,
which contributes to economic growth and pro-
ductivity improvement. However, a number of
scholars recently have argued that the overenthu-
siastic application to investment decisionmaking
of principles of portfolio management has led U.S.
firms to underinvest in new technologies because
of an “extreme of caution” (see ch. 4). Hence, even
if satisfactory methodologies to calculate return
could be developed, it might be unwise to adopt
them.

R&D investment, and investment in basic re-
search in particular, are characterized by high
levels of uncertainty about their outcomes. A mar-
ket that does not yet exist cannot be measured.
While quantitative models of financial and other
investment planning do provide methods for re-
ducing risk, there exist virtually no models that
can incorporate uncertainty. An explanation of
this problem requires a brief description of the
differences between risk and uncertainty.

Risk exists when decisionmakers can define the
range of possible outcomes and assign probabil-
ities to each. Models of risk analysis and reduc-
tion that have been developed for financial and
investment decisionmaking rely heavily on the
ability to quantify risk by assigning a probabil-
ity to a specified set of likely, discrete outcomes.

*Ibid., p. 42, emphasis added.
41 Spence’s  analysis of “Investment, Strategy and Growth in a

New Market” explicitly disavows any attempt to deal with uncer-
tainty:

And finally, and less happdy,  uncertainty about demand, tee)moloW,
the rates of entry, and competitors’ behawor—a]l  of which are practical
problems for firms and inherent features of most new markets—is set
aside to tocus  on the Issue of the opt]mal  penetration ot the market and
the dynamic aspects of strategic Interact Ion Integrating uncertainty,  into
an appropriate model rema]ns a high prtor]ty  research topic

A.M. Spence, “Investment Strategy and Growth In a New hlar-
ket, ” 5efl,/oumaf of EconornIcs,  vol. 10, No. 1, 197Q,  pp.  1-19 (quo-
tat]on  from p. 2).
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True uncertainty, as defined by Frank H. Knight
and others,42 is the inability to specify possible
outcomes. Estimating consequences, and therefore
risks, is impossible. If one cannot specify out-
comes, possibly due to the uniqueness of the proc-
ess (e.g., the creation of an entirely new technol-

ogy) or the lack of historical data on relations
between actions and outcomes, quantitative mod-
els for risk-minimizing investment strategies are
not applicable.

R&D investment, especially basic research in-
vestment, is a classic example of investment un-
dertaken under conditions of severe uncertainty.
Not only are research outcomes dimly perceived,

‘Nelson and Winter describe the search behavior of a firm in an
uncertain envirorunent  as follows:

The areas surveyed by a decisionmaker  inside the firm may well in-
clude identifiable “alternatives” that could be explored, but these are only
dimly perceived and it may not be at all clear which will turn out to
be best. The process of exploring perceived alternatives, or ● xogenous
● vents, may bring to tight  other ahematnws  not even contemplated in
the original assessments. . It is clearly inappropriate to apply uncrit-
ically, in the analyt:ca[  treatments of that process, formalisms that posit
a sharply defined set of altematlves.  .

Richard R. Nelson mid Sidney G. Winter, An Evolutionary The-
ory of Economic Change (Cambridge, MA: Harvard University
Press, 1982), pp. 171-172.

assigning credible probabilities to the possible out-
comes is impossible. Quantitative models devel-
oped to assess risk in energy exploration or finan-
cial management cannot address the uncertainty
inherent in basic research spending decisions. As
one moves from basic research to applied research
or development, quantifiable risk replaces uncer-
tainty. For this reason, quantitative models are
likely to be far more useful in the evaluation of
applied R&D or development decisions than for
exploratory research. In addition, quantitative
models are more applicable to decisions about dis-
tributing R&D investments among research instal-
lations or performers within a single discipline
than allocating basic research funds across com-
peting fields.

For the wealth of reasons presented above, it
is clear that using economic returns to measure
the value of specific or general Federal research
expenditures is an inherently flawed approach.
The only exceptions to this rule are certain Fed-
eral R&D programs whose specific goals are to
improve the productivity y of particular industries
or industrial processes.
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chapter 3

Noneconomic Quantitative Measures:
The “0utput” of Science

Having identified severe drawbacks to the use
of econometric models to evaluate Federal R&D,
OTA looked elsewhere for objective quantitative
measures. The only quantitative approach to the
evaluation of research output is bibliometrics,
which analyzes scholarly publications for indica-
tions of quantity and quality. The underlying as-
sumption of this approach is that knowledge is
the essential product of research and publications
are the most readily identified manifestations of
that knowledge. With a gradually evolving meth-
odology, bibliometricians have attempted to
measure objectively the quantity and quality of
research results. They have achieved some suc-
cess in comparing projects within a discipline, and
less in comparing disciplines. Bibliometric anal-
ysis does not address the most important policy
question: how to compare the value of Federal
research with other Federal programs.

BIB BIOMETRICS

The quantitative analysis of scientific publica-
tions is in its second generation. The first gener-
ation, spurred by Eugene Garfield’s founding of
the Science Citation Index and Derek de Solla
Price’s efforts, ’ explored the feasibility of under-
standing science through its literature alone. Price
boldly named this approach the “science of sci-

For a first person retrospective, see Eugene Garfield, Essays of
an Information Scientist, vol. 1, 1962-73; vol. 2, 1974-76 (Philadel-
phia, PA: ISI Press, 1977). For examples, see Eugene Garfield, et
al., The Use of  Citation Data in Writing the History of Science (Phil-
adelphia, PA: Institute for Scientific Information, 1964); Derek de
Solla Price, “Networks of Scientific Papers,” Science, vol. 149, July
30, 1965, pp. 510-515; Derek de Solla Price, “Is Technology His-
torically independent of Science? A Study in Statistical Historiog-
raphy, ” Technology and Culture, vol. 6, fall 1965, pp. 553-568.

A considerable amount of quantitative infor-
mation about the U.S. science and engineering
enterprise is published regularly by the National
Science Foundation (NSF), the National Institutes
of Health (NIH), and the National Research Coun-
cil (NRC) in their reports on funding, personnel,
degree attainment and graduate education. Every
2 years NSF publishes a 300-page compilation of
this information, Science Indicators. Science in-
dicators could be used to provide a rough meas-
ure of the health of the research enterprise in the
United States if some agreement could be achieved
in the science policy community about which of
the thousands of numbers published by NSF are
most relevant to that task. The use of science in-
dicators to measure the quality of the research
process in the United States is discussed later in
this chapter.

ence” and published demonstrations of its heuris-
tic, if not immediate policy, value, z

The second generation, now a decade old, sought
to develop and exploit publication and citation
data as a tool for informing decisionmakers, espe-
cially in Federal agencies and universities.3 This
current generation has many of the features 01 an

‘Derek de Solla Price, Littfe  Science, Big %ertce  I FJew York
Columbia Umverslty  Press, 1963).

‘For reviews, see Yehuda Elkana, et al. (eds. ), Toavard  A .Wet-
ric of Science: The Advent of Science Indicators ( New York. John
Wiley & Sons, 1978); Francis Nann, “Objectivity Versus Relevance
in Studies of Scientific Advance, ” Scientometr~cs,  vol. 1, Septem-
ber 1978, pp. 35-41. The use of pro]ected  citation data in a con-
troversial promotion and tenure case is described in N.L. Geller,
et al., “Lifetime-Citation Rates to Compare Sc]ent]sts  Work, ” So-
cial Science Research, VOI.  7, 1978, pp. 345-305
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institutionalized scientific specialty: multidisciplin-
ary journals and practitioners, a clientele (both
consumers and patrons), and numerous claims to
the efficacy of “bibliometrics” as a policy tool.4

The quantitative analysis of scientific publications
has arguably established its place in the evalua-
tion of research outcomes and as an input both
to the allocation of resources for research and to
the expectation that the growth of scientific
knowledge can be measured, interpreted, and in-
deed, manipulated.

This chapter focuses on the second generation
of noneconomic quantitative measures of scien-
tific research results and evaluates its usefulness
to policymakers. The chapter assesses the most
promising approaches and methods that have
been employed and suggests how quantitative
data and models could be refined to augment deci-
sionmaking processes in science.

The First Generation of Bibliometrics
(1961-74)

The pioneers of bibliometrics searched for ways
to understand science independent of the scien-
tists themselves. First-person accounts, question-
naires, and historical narratives all require some
form of cooperation or consent of the scientists
involved. This dependence on self-interest sources
could bias the results. Bibliometric pioneers of the
early 1960s saw a need first to reconstruct, then

‘Cofounded  in 1978 by Garfield and Price, .f%entometrics be-
came the flagship journal of bibliometncs.  Its contributors seem to
come pmmarily  from information science, psychology, and sociol-
ogy. Other spurs to the institutionalization and visibility of bibllo-
metrics has been, since 1972, the National Science Board’s biennial
Science Indicators series and the ongoing work of the Institute for
Scientific Information (especlaily  Henry Small) and Francis Narms
Computer Horizons, Inc. (discussed below). For historical perspec-
tives on the development of this specialty, see Daryl  E. Chubin,  “Be-
yond Invisible Colleges: Inspirations and Aspirations of Post-1972
Social Studies of Science, ” %ientometrics,  vol. 6, 1985, pp. 221-
254; Da~l  E. Chubin and S. Restive, “The ‘Mooting’ of Science
Studies: Strong Programs and Science Policy,” in K.D. Knorr-Cetina
and M. Mulkay  (eds. ), Science Observed (London and Beverly Hills,
CA: sage, 1983),  pp. 58-83. Also see the special  issue of sClW’ttO-

metn”cs,  vol. 6, 1985, dedicated to the memory of Derek Price.

to monitor and predict, the structure and prod-
ucts of science. Eugene Garfield and Derek de
Solla Price talked about “invisible colleges” and
the tracing of “intellectual influence” as a mirror
held up to science, imperfect but public, using the
formal communication system of science. Science
literature could be studied—without recourse to
the authors—to open new vistas, both practical
and analytical, once it was cataloged, indexed
and made retrievable.

With the creation of the Science Citation Index
(SCI), the scientific literature became a data source
for the quantitative analysis of science. It gener-
ated both the concepts and measurement tech-
niques that formed the bedrock of bibliometrics. 5

These include the principal units of analysis: pub-
lications (papers, articles, journals), citations (bib-
liographic references), and their producers (indi-
vidual authors and collaborators in teams). When
subjected to the primary methods of analysis—
counting, linking, and mapping—these units yield
measures of higher order concepts: coherent so-
cial groups, theory groups, networks, clusters,
problem domains, specialties, subfields, and
fields.

Computers aided the increasingly sophisticated
manipulation of documents in the growing SCI
database. Journal publications could be counted
by author, but also aggregated into schools of

These are  touted ,  debated ,  and  assa i led  In Daryl E. ChubIn,
“The Conceptualization of Sclent]fic  Specialties, ‘ The Soc~o/og~cal
Quarterly, vol. 17, autumn 1976, pp. 448-476; Daryl  E. Chub]n,
“Constructing and Reconstructing Scientific Reality: A Meta-
Analysis, ” ]ntemationa]  Society for the Sociology ot Know]edg*
Newsletter, vol. 7, May 1981, pp. 22-28; Susan E. Cozzens,  “Tak-
ing the Measure of Science: A Rewew  of Citat]on  Theories, ” ISSK
Newsletter, vol. 7, May 1981, pp. 16-21; D. Edge, “Quantitative
Measures of Communication in Science: A CriticaI  Review, ” His-
to~ of Science vol. 17, 1979, pp. 102-134; and in various chapters
in Elkana, et al., op. cit.



thought or whole institutions. b Consistent and in-
fluential contributors to the literature could be
identified by co-citations (the number of times two
papers are cited in the same article) and separated
from occasional authors. The resultant co-citation
clusters could be depicted as a “map of science”
for a given year showing the strength of links
within clusters and the relations, if any, among
them. 7

By the mid-1970s, bibliometricians were con-
structing structural and graphical maps of the do-
mains and levels of research activity in science.
Further, they were comparing these pictures to
other accounts, built on biographic and demo-
graphic information, informal communication,
and other informant-centered data, to depict how
research communities—their research foci, intel-
lectual leaders, and specialized journals-change
over time. They thus offered a more comprehen-
sive perspective on the growth of knowledge, at
least in terms of its outputs, than was ever previ-
ously available. ” Analysts differed in their inter-
pretation and application of the data, and the life

‘Semmal  work here is D. Crane, Invisible Colleges: Diffusion of
Knowkdge  in Sa’enti”c  Communities (Chicago and London: Univer-
sity of Chicago Press, 1972); B.C. Griffith and 14. C. Mullins,  “Co-
herent SociaI  Groups in Scientific Change, ” Sc]ence vol. 177,  Sept.
15, 1972, pp. 959-964; N.C. Mullins,  ‘The Development of a Scien-
tific Specialty: The Phage Group and the Origins of Molecular Bi-
ology, ” Minerva,  vol. 10, 1972, pp. 52-82; N.C. Mullins,  Theory
and Theory Groups in Contemporary American Sociology (New
York: Harper Row, 1973); and Garfield, op. cit., “Corporate in-
dex”  that lists publications by institution of author.

‘The methodological groundwork for co-citation analysis is pre-
sented m B.C. Griffith, et aI., “The Structure of Scientific Litera-
tures II: Toward a Macro- and Microstructure for Science, ” .Saence
Studies, vol. 4, 1974, pp. 339-365; H.G. Small, “Co-citation in the
Scientific Literature: A New Measure of the Relationship Between
Two Documents, ” -loumal  of the American Soc~ety for informa-
tion Science, VOI. 24, 1973, pp. 265-269; H.G, Sma]],  “Multiple Ci-
tation  Patterns m Scientific Literature: The Circle and Hill Models, ”
Information Storage and Retrieval, vol. 10, 1974, pp. 393-402; H.G.
Small and B.C. Griffith, ‘The Structure of Scientific Literatures I:
Ident@ing and Graphing Specialties,” Science Studies, vol. 4, 1974,
pp. 1740.

‘Noteworthy illustmtions  are discussed in Daryl  E. Chubin,
‘The Conceptualization of Scientific Specialties, ” op. cit., and G.N.
Gilbert, “Measuring the Growth of Science: A Review of indica-
tors of Scientific Growth, ” Sa”entometrics,  vol. 1, September 1978,
pp. 9-34.

of the community responsible for the outputs
tended to remain unobserved. Nevertheless, bib-
liometric analysis began to offer the promise of
the independent baseline implied in Price’s phrase
“the science of science. ”9

The Second Generation (1975=85)

The legacy of the first generation was the prom-
ise of its scholarly literature. The second genera-
tion has attempted to deliver on the promise that
bibliometric analysis could be predictive and relia-
ble for decisionmaking. That promise has yet to
be fulfilled, for reasons that will be discussed be-
low. However, there is growing evidence that the
quantitative assessment of science warrants the
attention it is now receiving from policymakers
both in the United States and Europe.

The analysts discussed below have used biblio-
metrics to anticipate the source of “greatest con-
tributions” and identify promising research proj-
ects. They produce policy-relevant documents and
recognize intervention decisions as a desirable
consequence of their work. Several governments
have funded their efforts. A look at the leading

‘For example, m 1%9, Price’s “Measuring the Size of Science, ”
Proc&”ngs  of the Israel Academy of Sciences and Humanltzes,  vol.
4, 1969, pp. 98-111, tied national pubiicat]on  actlvltv  to percent ot
GNP allotted to R&D. By 1975,  F. Narin and M. Carpenter f“Na-
tional  Publication and Citation Comparisons, ” IASIS,  voi, 25, pp.
80-93)  were computing shares, on a nation-bv-nation basis, ot the
world literature, and characterizing interrelations among ]ournals
(Francis Nann,  et ai.,  “Interrelationship of Scwntlflc  Joumais,  ‘]ASIS
vol. 23, 1972, pp. 323-331 ), as well  as the content of the ]lterature
In broad fieids  (Francis Narin,  et al., “Structure of the Biomedlcai
Literature, ” JASZS, vol. 27, 1976, pp 25-45). These analyses em-
pioyed  algorithms for tailymg, welghlng,  and llnklng  keywords In
article titles to citations aggregated to ]ournals  and authors nation -
ot-affiiiat]on  at the time of publication. Some wouid  call  this meth-
odology “crude”; others would herald Its ‘sophlstlcat]on  tor dls-
cermng  patterns in an otherwise massive and perplexing literature
The latter is preciseiy the mentality guiding the Sc]ence  ind~cators
volumes and foreshadowed in two other ploneenng  papers ot the
first generation: Eugene Garfield, “Citation Indexing tor Studying
Science, ” Nature,  vol. 227, 1970, pp. 659-671; Derek de Soiia  Price,
“Citation Measures of Hard Saence, Soft Science, Technology and
Non-science, ” Communication Among Scientists and Engrneers,
C. Nelson and D. Poilock  (eds.)  (Lexington, LIA: DC, Heath, 1970),
pp. 3-22.
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practitioners will reveal how they approach the
question:

How can we characterize the effects of decisions
about funding programs as they reverberate into
the various levels of the scientific community: up
from “fields” into disciplines and down from
“fields” into research areas or teams?10

Francis Narin of Computer Horizons, Inc., is
the veteran performer, linking the two genera-
tions. His computerized approach is based on the
components of the Science Citation Index and
used in conjunction with other data, such as the
National Library of Medicine’s MEDLINE and the
NIH in-house grant profile system, Information
for Management Planning, Analysis, and Coordi-
nation (IMPAC). Although Narin’s work tends

toward the macroscopic, its manipulations have
grown more sophisticated in their capability of
addressing micro-level questions. Narin’s meth-
odology answers quantitatively the following
kinds of questions:

• Are articles published in basic journals refer-
enced in clinical and practitioner journals
[these types derive from Narin’s own classifi-
cation of article content in journals]?

● Is there a relationship between priority scores
on research applications and number of arti-
cles produced and citations received?

● Are grants to medical schools more produc-
tive than grants to academic departments?

• Are young researchers more productive than
older researchers?

● Is the return on investment mechanism [in-
vestigator-initiated proposals] more produc-
tive than other support mechanisms?

● How often do National Institute on Drug
Abuse, National Institute on Alcohol Abuse
and Alcoholism, and other NIH-supported
researchers cite work supported by the Na-
tional Institute of Mental Health?

A common criticism of Narin’s work is that it
is too descriptive and relies on ad hoc explana-
tion for the observed patterns and trends. Some
feel it is excessively dependent on a literature base-
line and does not reflect an understanding of the

‘Susan E. Cozzens, “Editor’s Introduction, ” m “Funding and
Knowledge Growth, ” Theme Section, Soaaf Studies o[Science,  vol.
16, February 1986, forthcoming (quote from mlmeo  version, p. 9).

sciences it appraises. In a current project spon-
sored by the National Cancer Institute (NCI), “An
Assessment of the Factors Affecting Critical Can-
cer Research Findings, ” Narin consciously tries to
remedy the problem by working closely from the
outset with a panel of cancer researchers. He is
tracing key events through participant consensus,
the historical record, and various bibliometric in-
dicators. Discrepancies are apparently negotiated
as the project unfolds, though the exact negotia-
tion procedure is not specified .11

Another departure for Narin stems from his ac-
quisition and computerization of U.S. Patent Of-
fice case files that will permit mapping of litera-
ture citations in patents at the national, industry,
and inventor levels. An infant literature has crys-
tallized around the notion of “technology indica-
tors” with patents signifying the conversion of
knowledge into an innovation with commercial
and social value—another tangible return on in-
vestment. 12

Irvine and Martin’s (Science Policy Research
Unit, University of Sussex, UK) evaluation pro-
gram in “converging partial indicators” has gained
attention for three important reasons:

1.

2.

3.

They claim to assess the basic research per-
formance of large technologydependent facil-
ities, such as the European Organizations for
Nuclear Research (CERN) accelerator and the
Isaac Newton Telescope.
They have made cost-effectiveness the central
performance criterion in their input-output
scheme.
Their “triangulation” methodology is an im-
pressive codification of many separate proce-

“The objective of this project IS to estimate knowledge returns
from the U.S. war on cancer. What has been the extent and charac-
ter of NCI funding in the cancer literature: are highly cited papers
and authors supported by NC1  grants and contracts? More on thi:
genre of study is presented below and in other chapters of this tech-
nical memorandum, but see Francis Narin  and R.T. Shapiro, “The
Extramural Role of the NIH as a Research Support Agency, ” Fed-
eration Proceeding, vol. 36, October 1977, pp. 2470-2475.

“M.P. Carpenter, et al., “Citation Rates to Technologically Im-
portant Patents, ” World Patent Information, vol. 3, 1981, pp. 161-
163; and various case study reports on patent actwity  emanating
from Battelle’s  Pacific Northwest Laboratories, for example, R.S.
Campbell and L.O. Levine, Technology indicators Based on Cita-
t~on Data:  Three  Case Studies, Phase II Report prepared for the Na-
tional  Science Foundation Grant, PRA 78-20321 and Contract
2311103578, May 1984,
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dures and measures that have been advocated
both by policymakers and analysts. ’3

The synopsis presented below is based primarily
on a review of Irvine and Martin’s articles, four
critiques, and a reply. 14 The I rv ine  a n d  M a r t i n

r a t i o n a l e  f o r  d e v e l o p i n g  i n d i c a t o r s  o f  p a s t  r e -
search performance is to provide “a means to keep

the peer-review system ‘honest. ’ “ Irvine and Mar-
tin caution us further “to distinguish between con-

v e n t i o n a l  p e e r - r e v i e w  ( i n v o l v i n g  a  s m a l l  n u m b e r

of referees or ‘experts’  on a panel) and our exten-

sive peer-evaluations drawing in very large num-

bers of researchers across different countries and

b a s e d  o n  s t r u c t u r e d  c o n f i d e n t i a l  i n t e r v i e w s  a n d

attitude surveys. ” 15 For the two investigators,  con-

vent iona l  grants  or  journa l  peer  rev iew i s  but  a

s ing le  ind ica tor ;  when  combined  wi th  b ib l iomet -

r i c  d a t a  o n  r e s e a r c h  p e r f o r m a n c e  a n d  e x t e r n a l

assessments  o f  the  l ike ly  fu ture  per formance  o f

n e w  f a c i l i t i e s ,  a  s e r i e s  o f  m u l t i p l e  i n d i c a t o r s  i s

f o r m e d .  I f  t h e  i n d i c a t o r s  c o n v e r g e ,  I r v i n e  a n d

Martin regard the evaluation results as relatively

reliable.  1 6

As proxies,  partial  indicators must stand for a
l o t  t h a t  g o e s  u n m e a s u r e d — b y  c h o i c e  o r  o t h e r -

wise .  Somet imes  the  in terpre t ive  burden  i s  over -

whelming  ( see  tab le  6 ) .  No  mat ter  how sys tem-

a t i c ,  quant i ta t ive ,  and  convergent  the i r  f ind ings

appear ,  I rv ine  and  Mar t in ’ s  use  o f  t r i angula t ion

is  prob lemat ic ,  as  they  admit  ( see  tab le  7  for  a
s u m m a r y ) :

“J. Irvine and B.R. Martin, Foresight in Science: Picking the
Winners (London: Frances Pinter,  1984).  See especially B.R. Mar-
tin and J. Irvine, “Assessing Basic Research: Some Partial Indica-
tors of Scientific Progress m Radio Astronomy, ” Research Policy,
VOi. 12, 1983,  pp.  61-90.

“The five components are: J. Knge and D. Pestre,  “A Crltlque
of Inine  and Martin’s Methodology for Evaluating Big Science, ”
Social Studies of Science, vol. 15, 1985, pp. 425-539; H.F. Moed
and A.F.J. van Ram, “Critical Remarks on tie and Martin’s Meth-
odology for Evaluating Scientific Performance, ” Social Studies of
S~”ence,  vol. 15, 1985, pp. 539-547; R. Bud, ‘T’he Case of the Dis-
appearing Caveat: A Critique of Iwine  and Martin’s Methodology, ”
%cial Studies of Science, vol. 15, 1985, pp. 548-553; H.M. Col-
lins, ‘The Possibilities of Science Policy, ” Sm”al  Studies of Science,
VOI. 15, 1985, pp. 554-558; and B.R. Martin and J. Irvine, “Evalu-
ating the Evaluators: A Reply to Our Critics, ” Social Studies of
Science, vol. 15, 1985, pp. 558-575. For brevity, quotes from the
critics will be noted in the text by (page number) only, those from
Martin and Ir-wne  as (I!kl, page number).

‘Ibid., p. 566.
“Ibid., p. 527.

The fact that the indicators converge in a given
case does not “prove” that the results are 100 per-
cent certain—the indicators may all be “wrong”
together. However, if a research facility like the
Lick 3-meter telescope produces a comparatively
large publication output at fairly low cost, if those
papers are relatively highly cited, . . . and if large
numbers of astronomers rate it highly in the
course of structured interviews, we would place
more credibility on the resulting conclusion that
this was a successful facility than if the same find-
ing were arrived at by a panel of three or four
“experts” without access to the systematic infor-
mation that we have collected. 17

If the output measures do not converge, the
results become quite problematic. There is no
straightforward means of resolution except intu-
ition and judgment.

Tables 7, 8, and 9 present typical samples of
the information one can obtain from Irvine and
Martin’s analyses. Table 7 shows for four differ-
ent but comparable optical telescopes the aver-
age number of papers published per year over the
decade 1969-78, the cost per paper, the number
of citations to work done on that telescope over
the 4-year period 1974-78, the average number of
citations per paper, and the number of papers
cited 12 or more times. This table was part of a
paper that demonstrated that the Isaac Newton
Telescope (INT) in Great Britain was more costly
and less productive than several comparable fa-
cilities. (This was largely due to a political deci-
sion to locate the INT at a poor observing site on
British soil. Subsequently, it was moved to a more
favorable site at La Palma. ) The table compares
the various facilities in terms of output (papers
per year), cost-effectiveness (cost per paper), in-
fluence (citations), and significance of scientific
work (citations per paper and number of papers
cited more than 12 times).

Table 8 presents similar output data for world
experimental high energy physics facilities from
1977 to 1980. The table shows, for example, that
although the largest number of papers were pro-
duced at the CERN proton synchrotrons in 1978,
this facility did not have the greatest influence in
terms of the number of citations to work done
there, nor was it producing the most significant

‘“Ibid., p. 568
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Table 6.—Main Problems With the Various Partial Indicators of Scientific Progress and Details of
How Their Effects May Be Minimized

Partial indicator
based on Problem How effects may be minimized

A. Publication 1. Each publication does not make an equal
counts contribution to scientific knowledge

2. Variation of publication rates with
specialty and institutional context

B. Citation 1. Technical limitations with Science
analysis Citation Index:

a. first-author only listed
b. variations in names
c. authors with identical names
d. clerical errors
e. incomplete coverage of journals 1

2. Variation of citation rate during lifetime of
a paper—unrecognized advances on the
one hand, and integration of basic ideas
on the other

3. Critical citations
4. “Halo effect” citations

1

5. Variation of citation rate with types of
paper and specialty

6. Self-citation and “in-house” citation
(SC and IHC)

1. Perceived implication of results for own
center and competitors may affect
evaluation

2. Individuals evaluate scientific contribu-
tions in relation to their own (very differ-
ent) cognitive and social locations.

3. “Conformist” assessments (e.g., “halo ef-
fect”) accentuated by lack of knowledge
of contributions of different centers I

C. Peer

Use citations to indicate average impact of a
group’s publications, and to identify very highly
c i t ed  pape rs

C h o o s e  m a t c h e d  g r o u p s  p r o d u c i n g  s i m i l a r  t y p e s
of  papers wi th in  a  s ing le  spec ia l ty

Not a problem for research groups

Check manually

Not a serious problem for “Big Science”

Not a problem if citations are regarded as an lndlca-
tor of impact, rather than quality or importance

Choose matched groups producing similar types
of papers within a single specialty

Check empirically and adjust results if the inci-
dence of SC or IHC varies between groups

1. Use a complete sample, or a large represen-
tative sample (25°/0 or more)

2. Use verbal rather than written survey so can
press evaluator if a divergence between ex- 
pressed opinions and actual views is suspected

3. Assure evaluators of confidentiality
4. Check for systematic variations between differ-

ent groups of evaluators
!

SOURCE: B.R. Madin  and J. Irwne, “Assessing BaaIc Research: Some Partial indicators of Scosntlflc  Progress In Radio Astronomy, ” Research Poltcy,  VOI  12, 1983

Table 7.—Output indicators for Optical
Telescopes —A Summary

Lick KPNOa CTIOb INTc

3-meter Z. I-meter 1 ,5-meter 2,5-meter

Average number of papers
pa., 1969-78

Cost per paper m 1978
Citations to work of past 4

years m 1978 .  .  .
Average citations per paper

in 1978, ., .,
Number of papers cited 12

or more times in a year,
1 9 6 9 - 7 8 ,  .

42 43 35 7
ƒ13k ƒ 7 k ƒ 6 k ƒ 6 3 k

920 710 580 140

4.2 3.3 3.3 3.6

41 31 21 4
%itt  Peak National Observatory (U.S.).
bcem  Tololo  lnterAmeflc~  observatory (Chile).
%MUIC Newton Telescope (Great BdteW.

SOURCE: B.R.  Martin and J. Irvine, “Evaluating the Evaluators: A Reply to Our
Critics, ” Soc/a/  Studies  of Science, vol. 15, 1985, p. 569.

scientific work in terms of average citations per
paper or number of highly cited papers. One can
also see the decreasing importance of the CERN
proton synchrotrons as newer machines such as
the CERN super proton synchrotrons and the Gern-
man Electron Synchrotrons Laboratories (DESY)
accelerator at Hamburg come on-line and begin
to produce important results.

Table 9 presents the high energy physicists’ own
evaluations of the relative contributions of the
different facilities described in table 8, based on
a mail survey of 182 researchers in 11 countries.
These evaluations are based on the relative out-
puts of the different accelerators over their entire
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Table 8.—Experimental High-Energy Physics, 1977-80

Percent  of  papers Percent  of
published in past citations to work Average c i ta t ions Highly cited papers:

2 years of past 4 years per paper number cited in times

1978 1980 1978 1980 1978 1980 n  > 1 5  n  > 3 0  n  > 5 0  n  > 1 0 0

CERN proton synchroton . . . 22.0°/0 11.5 % 14.50/0 12.50/o 2.2 2.2 13 2 1 0
Brookhaven/AGS . . . . . . . . . 5.50/0 5 . 5 % 5.0 ”/0 3 . 0 % 2.7 1.6 0 0 0 0
Serpukhov. . . . . . . . . . . . . . . 12.0°/0 14.00/0 4 . 0 % 5.0 0/0 1.2 1.2 0 0 0 0
CERN ISRa . . . . . . . . . . . . . . 4 . 5 % 5.5 % 7 . 0 % 7 . 5 % 5.4 4.4 11 2 0 0
Fermilab . . . . . . . . . . . . . . . . 16.5°/0 1 9.0% 3 2 . 0 % 2 1 . 5 % 7.3 3.6 40 10 5 1
CERN super  proton

synchroton . . . . . . . . . . . 2.50/o 8.50/o 4 . 0 % 8.50/o 12.7 5.0 19 7 3 0
SLAC b . . . . . . . . . . . . . . . . . . 9 . 5 % 6.00/0 1 5 . 0 % 1 1 . 5 % 5,7 4.4 26 6 1 1
DESY . . . . . . . . . . . . . . . . . . . 4.0 ”/0 6.50/o 5 . 5 % 15.50/0 5.7 8.8 36 16 4 0
Rest of world . . . . . . . . . . . . 23.5°/0 24.00/o 13.0 ”/0 15.00/0 2.0 1.9 19 5 0 0
World total . . . . . . . . . . . . . . 1,115 930 8,190 5,090 3.5 3.0 164 48 14 2

100’%0 1 0 0 % 1 0 0 % 1 0 0 %
alritwswtlng  storage rlrias.
bstantord  Ltnear Accelerator Center.

SOURCE  J Irvine and B R Martin, “Quantitative Science Policy Research, ” testimony to the House Committee on Science and Technology Oct  30 1985

Table 9.—Assessments (on a 10-point scalea) of
Main Proton Accelerators in Terms of “Discoveries”

and “Providing More Precise Measurements”

Overall rankings
Self -rankings Peer-rankings (sample size= 169)

Discoveries:
Brookhaven/AGS 9.5( ± 0. 1 ) 9.0( ± 0.1) 9.2( ± 0. 1 )
CERN PS 7 1(± 0.2) 6.7(± 0.2) 6.9( ± 0. 1 )
CERN ISR 6.8( ± 0. 3) 5.9(± 3.2) 6.1(±0.2)
CERN SPS 5.9(±0.3) 5.6(±0.2) 5.7( ±0. 1 )
F e r m i l a b 7 4( ± 0.3) 7.1 ( ±0. 1 ) 7.2( ±0.1 )
Se rpukhov 3.8( ±0.5) 2.6( ±0.1 ) 2.7( ±0. 1 )

More precise measurements:
Brookhaven/AGS 7 1( ±0.2) 7,2(±0.2) 7 2( *o. 1 )
CERN PS 8.5( ±0. 1 ) 8.5( ±0.l ) 8.5( ±0.. 1 )
CERN ISR 7 3( *0.3) 6.9( ±0..2) 7 0( ±0. 1 )
CERN SPS 8 2( ±0.2) 8.2( *0.2) 8.2( ±0. 1)
Fermilab 6.3( *0.2) 6.0( ±0. 2) 6. 1( ±0..1 )
Serpukhov 4.3( ±0.5) 3.5( *0.2) 3.6( ±0..2)
a10-top. The assessements are based on the relative outputs from the accelera-
tors over their entire operational careers up to the time of the !nterviews with
hlgh-energy physicists in late 1981 to early 1982.

SOURCE J Irvine  and B.R Marf!n, “Quantltat!ve  Science Policy Research, ‘ tes-
tlrc >ny to the Iiousa  Commtttee  on Sctence and Technology, Oct  30
1985

operational careers and therefore do not neces-
sarily match the output indicators from table 8,
which are for a 3-year period. Comparable indi-
cators exist for the entire 22-year period, 1960-
82, in Irvine and Martin’s papers.

Overall, the contribution of Irvine and Mar-
tin’s work to research evaluation can be summa-
rized as follows:

●

●

●

They have collected, synthesized, and pub-
lished a colossal amount of information—
all original data— about the scientific per-
formance of big and expensive scientific in-
stitutes.
They have shown that when peers are assess-
ing their own fields they can be reliable
judges of scientific performance.
Where choices have to be made in a field,
among several similar research units compet-
ing for resources, Irvine and Martin provide
policymakers with sound information for as-
sisting a rational decision.

On the negative side, it is not known how the
Irvine and Martin approach would fare in non-
Big Science areas. Would the methodology trans-
fer, as Irvine and Martin assert, to different cul-
tural and research contexts? Even if converging
indicators can validate contribution to scientific
progress or the impact of a research team on its
peer community, judgments of applicability and
quality of these findings do not automatically fol-
low. These are properties of interpretation, not
analysis. Irvine and Martin tend to confuse the two.

The Irvine and Martin methodology is based
solely on bibliometric and peer ratings among fa-
cilities in the same science, not knowledge-pro-
ducing facilities in different sciences. However,
the strategic choices between fields are the tough
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ones in a zero-sum world. Like peer review, “con-
verging partial indicators” are useless for strate-
gic choices.

Finally, knowledge is produced by scientific
communities, not individual institutions. There-
fore, comparing facilities may bean empty exer-
cise. The implication of Irvine and Martin’s rec-
ommendations is that reducing or eliminating
funding to the least cost-effective facility has no
adverse effect on progress, and in fact diverts
scarce resources to more productive facilities else-
where. Such a strategy, however, undermines the
knowledge-producing community and runs counter
to the view of science as a cultural activity that
intertwines local teams with distant peers through
literature, informal communication, and the train-
ing of new generations of practitioners. These are
not ignored by Irvine and Martin, but they are
minimized.

The Center for Research Planning (Coward,
Franklin, and Simon) has developed the method
of “bibliometric modeling” based on Institute for
Scientific Information (ISI) data and co-citation
clusters to monitor the research front of a given
specialty. 18 Each model consists of an intellectual
base and the current work of the specialty. When
brought together in a computer, these two sets
of papers contain the building blocks of a model:
“title words (keywords) of its current papers” and
“the demographics of the specialty” (performing
organizations and countries). The “age of its in-
tellectual base” is an indicator of the specialty’s
“development potential. ”

Working closely with the Economic and Social
Research Council of the United Kingdom, the
Center for Research Planning (CRP) built
specialty-specific models and met in workshops
with key participating research teams and tech-
nical experts from the respective research coun-
cils responsible for the funding. This hands-on ap-
proach allowed data to be passed to the scientists
for their own independent analysis. In other
words, CRP works with representatives of the
knowledge-producing communities being evalu-

‘“H. R. Coward, et al., “ABRC  Sc]ence  Policy Study: Co-
Citation Bibliometric  Models” (abridged), presented to the Advi-
sory Board for Research Councils, Department of Education and
Science, United Kingdom, July 1984, pp. 1-3, 65.

ated and the policy users themselves to increase
credibility and relevance of their studies. As their
1984 final report to the Advisory Board for the
Research Councils states:

The models are not intended to function as
computer-based decision algorithms in the science
resource allocation process, but should be viewed
as a potential decision-support system .19

Though the CRP approach is, like Narin’s,
data-intensive and unobtrusive at its source, it
is more interactive with the relevant actors. 20 It
is unclear how this iterative and interactive proc-
ess affects interpretations. While the modeling no-
tion is made explicit by CRP, their methodology
is not as well codified as Irvine and Martin’s. Per-
haps recognizing this, CRP is championing inter-
active computing with their models to moderate
the suspicions of researchers and policymakers
alike. Such interactions will allow users to ask spe-
cific questions of a model on-line and receive im-
mediate answers. Though this innovation will
have obvious appeal, the jury is still out on its
efficacy.

Other Important Teams

In Holland, the research team of H.F. Moed,
W.J.M. Burger, J.G. Frankfort, and A.F.J. Van
Raam has carried out extensive comparative
studies of the research productivity of different
departments at their home University of Leiden.
They have used publication and citation counts
to track trends in the quantity and impact of re-
search published by individuals and teams in the
Faculties of Medicine and Mathematics and Nat-
ural Sciences over a 10-year period (1970-80).21

“Ibid.
‘“L. Simon, et al., “A Bibliometnc  Evaluation of the U. S.-Italv

Cooperative Scientific Research Program, ” Evaluation of L1. S.-Jtalv
Bilateral  Science Program (Washington, DC: National Sc]ence  Foun-
dation, February 1985); J.J. Franklin and H.R. Coward, “Planning
International Cooperation in Resource-Intensive Science: Some Ap-
plications of Bibliometric  Model Data, ” papers presented at the Na-
tional Science Foundation symposium entitled “International Co-
operation in Big Science, ” February 1985.

*lH.F.  Moed, et al., On the Measurement of Research Performa-
nce: The Use  of Bibliometric  Indicators (Leiden,  the Netherlands:
University of Leiden,  Research Policy Unit, Diensten  OWZ/  PISA,
1983); H.F. Moed, et al., “A Comparative Study of Bibliometric
Past Performance Analysis and Peer Judgment, ” Saentometncs,  vol.
8, Nos. 3-4, 1Q85,  pp. 149-159; and H.F. Moed,  et al., The Appli-
cation of Bibliometnc  Indicators: Important Field- and Time-
Dependent Factors to be Considered, ” vol. 8, Nos. 3-4, 1985, pp.
177-203.
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I n  F r a n c e ,  t h e  t e a m  o f  M i c h e l  C a l o n ,  J e a n - i n  t h e  r e s e a r c h  l i t e r a t u r e .  A  m a p  o f  t h e  p a i r i n g s

P i e r r e  C o u r t i a l ,  W i l l i a m  T u r n e r ,  a n d  G h i s l a i n e of  these  “co-words”  can  g ive  one  a  sense  o f  the

Chartron at the School of Mines in Paris has used structure of a research field .22

the  t echnique  o f  “co -word”  ana lys i s  to  ident i fy

pr inc ipa l  problem areas  be ing  worked on  by  the

labora tones  o f  a  ma jor  French  research  ins t i tu te ‘A. Rip and M. Courtial, “Co-word Maps of Biotechnologles:
and to situate that research in its international An Example of Cogmtive  Sc]entometrlcs,  ” Sclentometrjcs,  VO1. ~

context. Co-word analysis monitors the number 1984,  pp. 381-400.  M.  Callont et al., “_I_he Transltlon Model and

of times that keywords, identified by researchers
Its Exploration Through Co-Word Analysls: Using Graphs for Ne-
gotiating Research Policles, ” Centre de Sociologle, Ecole des Mines

as describing a research problem, occur in pairs de Pans and Centre  Natlonale  de la Recherche Sc]entltique,  mlmeo.

THE USE OF BIBLIOMETRICS TO EVALUATE RESEARCH
AT THE NATIONAL INSTITUTES OF HEALTH

Of all the Federal agencies supporting R&D,
NIH conducts the most extensive ex post evalua-
tion of its research through bibliometric studies
and other activities carried out at the individual
institutes. In 1970, the Public Health Service Act
was amended to set aside for evaluation activi-
ties up to 1 percent of the funds appropriated to
any program authorized by the Act for evalua-
tion. Each of the 11 institutes of NIH receives a
separate appropriation from Congress, so that
each can evaluate its own programs. The Program
Evaluation Branch in the Office of the Director
studies cross-cutting issues, develops new ap-

proaches to evaluation, and supports the devel-
opment of data resources for this purpose .23 The
budget for evaluation studies at NIH was $5.8 mil-
lion in 1985 ($2.8 million from set-aside funds and
$3 million from the regular budget). A review of
NIH’s use of bibliometrics illustrate the range of
useful information that can be produced.

NIH Databases

NIH maintains several extensive databases that
are used for evaluation. The IMPAC database
contains detailed information about all active re-
views and awards of NIH grants, including the
names of all principal investigators, the applicant’s
institution, the type of grant, the review group,
priority score awarded through peer review, the
funding institute, and the amount of support. Two
longitudinal databases developed from IMPAC
track the training or funding history for any in-

Helen Hoter  Gee, “Resources tor Research Poitcy Development
at the National Institutes ot Health, ” typescript, presented betore
the Health Policy Research Working Group, Harvard Unlverstty,
Mar. 20, 1985.

vestigator who has applied for NIH support. A
separate financial database holds year-end data
on all appropriations and obligations since 1950
for all NIH institutes and mechanisms of support .24

NIH  maintains substantive research classifica-
tion systems: Computer Retrieval of Information
on Scientific Projects (CRISP) assigns subdiscipli-
nary classification terms to each grant and con-
tract, Medical Subject Heading (MeSH) provides
subject description and classification information
for every publication indexed in the Medical Liter-
ature Analysis and Retrieval System (MEDLARS)
and MEDLINE. MeSH identifies source of research

support, subject, author, title, journal, data, and
descriptors of the research for every indexed re-
search article published since 1981. These data-
bases are used for literature searches and for eval-
uation of NIH activities in a given research area.

NIH uses a special database, MEDLINE, for
bibliometric analysis. This database contains
records of all articles, notes, and reviews that have
appeared since 1970 in a selected group of bio-
medical journals, along with the sources of finan-
cial support acknowledged by the authors of each
article. There are over 300,000 papers in the data-
base, as well as a record of nearly 2.5 million ci-
tations to those papers. Originally, the 240 jour-
nals of the database covered about 80 percent of
the publications resulting from NIH-supported re-
search. The size of the journal base was expanded
in 1981 to include the entire MEDLARS system
of the National Library of Medicine, nearly 1,000
journals, accounting for 95 percent of NIH-sup-
ported research. This extensive database has been

“Ibid.
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the subject of the bulk of U.S. bibliometric  studies,
most of which seek to measure the long-term sci-
entific payoffs from NIH-supported research.

Bibliometric Studies at NIH

Grace M. Carter of the Rand Graduate Insti-
tute conducted the first NIH commissioned bib-
liometric study in 1974.25 Carter explored the use
of citations as a measure of the research output
of 747 research project grants and 51 program
project grants awarded on a competitive basis in
fiscal year 1967. The three output measures for
research grants were the priority score received
on renewal applications, the production of at least
one frequently cited article, and the average ci-
tation rate for publications cited at least twice.
Using statistical multivariate analyses, Carter
tested a series of hypotheses about the three re-
search output measures. Her examination of study
section judgments of renewal applications re-
vealed that on average grants proposed for re-
newal produced more useful research results than
other grants. She also found that a grant that
produced a highly cited publication was more
likely to be renewed than one that did not. Thus,
peer group evaluation and citation analysis pro-
duced comparable results.

In addition, Carter found a high correlation be-
tween priority scores on the first grant applica-
tion and the number of subsequent publications
and citations. She also found that research pro-
posals perceived by study sections to have a high
probability of being “exceptionally useful” re-
ceived higher priority scores and more years of
funding than those not so perceived. Carter con-
cluded, rather cautiously, that the concept of “sci-
entific merit” contains enough objective content
that different groups of people meeting several
years apart will agree that one set of grants is more
scientifically meritorious than another set of
grants. 26

‘Grace M. Carter, Peer Review, Gtations,  and Biomedical Re-
search Policy: NIH Grants to Medical School Faculty, prepared for
the Health  Resources Administration and the Office of the Assis-
tant Secretary for Planning and Evaluation of the Department ot
Health, Education, and Welfare, R-1583-H~  (Washington, DC,
HEW, December 1974).

“Ibid., p. v.

Francis Narin furthered the work of Carter by
using bibliometric techniques to obtain quantita-
tive indicators of research performance that were
in general accord with the intuitive expectations
of the research community .27 He was able to es-
tablish a degree of concordance between the struc-
ture of biomedical research literature and the
structure of biomedical knowledge, which enabled
him to use bibliometric databases and analyses
to demonstrate a number of interesting points:

Utilizing correlational techniques, he was
able to establish correspondence between bib-
liometrically measured research productivity
indicators and quantitative, nonbibliometric
measures, including institutional funding and
institutional ranking based on formal peer
assessment.
International biomedical publication rates are
highly correlated with the GNP and national
affluence (GNP per capita). 28

Changes in U.S. research funding can be as-
sociated with changes in the number and con-
tent of research publication 3 to 5 years later.
Basic biomedical information is both pub-
lished and cited by scientists supported by
many bureaus, institutes, and divisions at
NIH, forming a pool of fundamental research
knowledge. In contrast, clinical information
is produced and used by a narrower set of
largely clinical researchers. Basic research is
more highly cited than clinical research.
Differences exist in the kinds of research pub-
lications produced by scientists in medical
schools of different sizes and levels of na-
tional prestige. The number of publications

‘-Francis Na.nn,  Concordance Between Sub/ect ve and Bibllo-
metnc Indicators of the Nature and QuaIity ot Pertormed Blomedlcal
Research, a Program Evaluation Report for the Office ot Program,
Planrung  and Evaluation, National Institutes 01 Health (Washing-
ton, DC: NIH, April 1983); Francis Narin,  Evaluative Bib/iomet-
rics:  The Use of Publication and Citation Analysis in the Evalua-
tion of Scientific Activity, monograph prepared for the National
Science Foundation, Accession #PB2.5z339/AS  (Springfield, VA: Na-
tional Technical Information Service, March 1976).

‘J. Davidson Frame and Francis Narin, “The International Dis-
tribution of Biomedical Publications,” Federation Proceedings, vol.
36, No. 6, May 1977, pp. 1790-1795. Frame and Natin investigated
the U.S. role in international biomedical publication bawd on counts
of articles, notes, and reviews in 97s biomedical journals, Thev found
that the Un]ted States authored 42 percent ot these papers which
were tar more heavily c]ted than papers trom other countries. Only
4 percent of publications were found to orlglnate  trom underdevel-
oped regions.

.
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produced per dollar of research funding is the
same for the large and small institutions, in-
dicating neither economies or diseconomies
of scale. However, scientists from the larger
medical schools publish their papers in more
prestigious journals, and in a much wider set
of subfields than smaller schools. Smaller
schools can attain a critical mass of research
activity only if they concentrate their re-
search effort in a select area. In addition,
faculty perceptions of the ranking of medi-
cal schools are very much in accord with bib-
liometric measures of the ranking of the same
schools.
The research supported and performed by the
different institutes is appropriately concen-
trated in the clinical areas corresponding to
their missions.
Publications resulting from research con-
ducted at NIH are more highly cited than
publications in the same research areas sup-
ported through other sources.

Narin’s work was the basis of the most widely ac-
cepted application of bibliometric techniques—
the Science Indicators series of the National Sci-

ence Foundation29— and provided the fuel for
more extensive use of bibliometrics for evaluation
and planning at NIH. Evaluations include the ef-
fectiveness of various research support mecha-
nisms and training programs, the publication
performance of the different institutes, the respon-
siveness of the research programs to their congres-
sional mandate, and the comparative productivity
of NIH-sponsored research and similar interna-
tional programs.

Bibliometric analysts tested the ability of cita-
tion maps and co-citation clusters to detect tran-
sitions between basic research and clinical research
in the biomedical sciences. 30 Citation maps of re-
search in Lesch-Nyhan syndrome, Tay-Sachs dis-
ease, and the effects of the drug methotrexate dis-
played the anticipated transitions, though the

‘vScjence  zn~cators  1972;  1 9 7 4 :  1 9 7 6 ;  1978;  1980;  1982;  1984,
reports to the National Science Board, Nat]onal  Science Founda-
tion (Washington, DC: U.S. Government Printing Office, ~973,
1975, 1977, 1979, 1981, 1983, 1985)

IJ, S. Department of Health and Human Servlc~,  App/Ic., tJorIs
of Bibliometnc  ,\lethods  to the Analysis and Tracing ot Sclentlfic
Discoveries, HHS-MH  Evaluation Report NTIS #pB80-210586
(Spnngheld,  VA: National Technology Information Service, 1981),

extent of the transition varied from case to case.
Co-citation cluster analysis identified the basic or
clinical orientation of the different research areas
but did not find the sought-for transition points.

Most recently, NIH has undertaken bibliometric
studies to determine the effectiveness of different
research support mechanisms. For example, a
study of the research centers’ programs using sub-
sequent grant applications and publications as the
criteria, found that a grant to a center is a more
effective mechanism for supporting clinical re-
search than it is for supporting basic science .31 The
Dental Institute used bibliometric analysis to de-
termine that their centers’ program has been ef-
fective in recruiting new scientists to research rele-
vant to the institute’s mission. Similarly, the
National Cancer Institute and Francis Narin are
conducting a study to identify the contributors
to the most important research findings of the last
15 years and to determine where the research was
conducted and the mechanisms of support. The
research will test some assumptions of biomedi-
cal research grants policy, for example, that the
individual investigator grant is superior to the
contract and that extramural science is better than
intramural .32

Bibliometrics have also been used for evaluating
biomedical manpower training programs. Peter
Coggeshall, a staff member of the National Acad-
emy of Sciences (NAS), used the NIH database,
NSF grant data, and the NAS Survey of Doctoral
Recipients to compare investigators who had re-
ceived NIH predoctoral training support with two
other groups—a group that had been trained in
departments that had received training grants and
a group that had received no NIH support in any
form. The study concluded that individuals who
received NIH predoctoral support produced su-
perior subsequent career records in terms of pub-
lications and citations, were more likely to be
working on NIH-sponsored activities, and were
more successful in obtaining grants .33

Although Narin’s early work showed that the
distribution of papers supported by each institute

“Gee, op cit,  p. 9
“LOU  Carrese,  A s s o c i a t e  D\rectc>r  tor ProKram Plannlng  and

Analvs]s,  INatlonal Cancer [nst]tute, pw+unal communication 1°S5
“Inst]tute  ot Medicine, The Career  .~chw~rments ot ,VIH Pre-

doctorai  Trainees and Fellows ~Washlngton,  DC Xat]onal  Acad-
emy Press, 1984).
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in the basic and clinical medical disciplines fol-
low very closely the institute’s mission, several
institutes continue to pursue the use of bibliomet-
rics to validate accountability. For example, Narin
has recently used bibliographic methods to evalu-
ate trends in pulmonary and hypertension re-
search. He found that National Heart, Lung, and
Blood Institute actions since the passage of the Na-
tional Heart, Blood Vessel, Lung, and Blood Act
of 1972 have led to quantifiable progress in the
research areas listed in the mandate .34 Narin’s
work with the National Cancer Institute will be
applied to the same purpose. In addition, the Na-
tional Institute of Mental Health is conducting a
10-year analysis of the publication record of its
grantees for purposes of accountability.

In almost all cases, bibliometric studies evalu-
ated program performance and conformity to
agency or institute mission. In some cases, they
helped to identify areas for future research fund-
ing. The National Institute of Mental Health has
begun to use bibliometrics and cluster groups to
conduct a form of “portfolio analysis. ” Looking
at their program portfolios and the clustering of
research publications by field, they are identify-
ing leading edges of research that might require
more support from their institute. 35 Narin has
shown empirically that bibliometric data may
qualify as an important adjunct measure to more
subjective measures applied through peer review.

The Utility of Bibliometrics for
Research Decisionmaking

Bibliometric techniques provide rough indica-
tors of the quantity, impact, and significance of
the output of a group of scientists’ research. They
are not generally considered valid for measuring
the productivity of individual scientists due to
differences in publishing styles and journal re-
quirements, and the questionable validity of small

‘Public Health Service, Bibliographic Methods for the Eva~ua-
tion of Trends in Pulmonary and Hypertension Research, NTIS
+PB82-159724,  1982.

“Lawrence J. Rhoades,  Science Policy Planning and Evaluation
Branch, Office of Poiicy Analysls  and Coordination, Nat]onai  in-
stitute of Mental  Heaith,  penonai  commumcation,  1985.

statistical samples. However, Cole and others
have shown that publication counts correlate posi-
tively with other measures of individual scientists’
research quality such as peer review, Nobel Prizes,
and prestige of academic appointment .36

Publication counts give a rough measure of the
quantity of work produced by a research team
or facility. Citation counts are an indicator of the
influence that work has had on the larger scien-
tific community. And the number of citations per
article or the number of highly cited articles pro-
vide a rough measure of the significance of the
work, since important papers tend to be cited
most often. These indicators can help a funding
agency compare the quantity, quality, and visi-
bility of research done by various individuals or
institutions. They can help identify the strong re-
search groups and the relative cost-effectiveness
of research sponsored at different centers.

However, they have two important limitations
with respect to research decisionmaking. First,
they are entirely retrospective. They have no in-
herent future predictive capability, unless one be-
lieves that past performance is an indicator of
likely future achievement—not an unreasonable
assumption. Therefore, they are more applicable
to research program evaluation than to research
planning. Second, they are not applicable to stra-
tegic decisions about resource allocation between
fields. Most bibliometricians contend that the
techniques can only be validly applied within in-
dividual disciplines. Publication and citation prac-
tices vary too widely between fields to allow for
interdisciplinary comparisons. This, unfortu-
nately, makes bibliometric techniques of limited
value for the most important decisions facing
agency heads and congressional decisionmakers—
allocating resources among fields.

It should be noted that some analysts dissent
from this view. Derek de Solla Price, in an un-
published article for the National Research Coun-
cil, argues that the relative strength of different

‘G. A. Coie, The Evaluation ot Basic Research In industrial
Laboratories (Cambridge, MA: Abt Associates 1o85  ~ p 43

.
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fields in the United States can be assessed by com-
paring the ratios of the numbers of citations of
U.S. articles in foreign journals to the numbers
of citations of foreign articles in U.S. journals by
field, normalized to account for differences in na-
tional research “output” by field. Price’s scheme
is quite complicated and involves measures of
quality, quantity, and “internationality, ” but it
is a first attempt to compare fields using dimen-
sionless indicators that have been normalized to
remove the effects of different publishing and cit-
ing practices between fields. 37

Co-citation analysis enables one to monitor
how specialties or subfields evolve over time. Co-
gitation analyses display the relationships among
highly cited papers by showing how many times
such papers are cited together in single articles.
Based on co-citations, two-dimensional diagrams
or maps of specialties can be created which illus-
trate the clustering of the most important works
in that specialty, based on the number of citations
By examining changes in the clusters one can track
the evolution of the specialty over time. For ex -
ample, figures 2A, B, C, and D illustrate the evo-
lution of the collagen specialty cluster in biochem-
istry between 1970 and 1973. As can be seen by
comparing figures 2D and A, the cluster map has
become much larger by 1973, and most signifi-
cantly, an entirely new set of research papers has
replaced the cluster of most important works iden-
tified in 1970. This change coincided with the dis-
covery of a new substance, pre-collagen, in 1971,
which totally reoriented the research front in the
specialty. Thus co-citation maps can, in princi-
ple, help one to identify important changes in re-
search specialties over time.

‘-Derek de Solla Pr]ce, “Science Indicators ot Quantity and
Quality for Fine Turung of United States Investment m Research
]n Malor  Fields of Science and Technology, ” typesmpt draft, pa-
per prepared at the request of the Commission on Human Resources,
National Research Council, April 1980, typescript draft.

Even without maps, co-citation cluster analy-
sis can help one identify the level of research activ-
ity in different specialties. Table 10 takes specialty

Table 10.—Changes in Sample of Continuing Clusters,
1970-73

Direction 1970-71 1971-72 1972-73
Specialty of change (%) (%) (Ye)
Nuclear levels

Adenosine trlphosphatase

Australia antigen

Proton-proton elastic
s c a t t e r i n g

Ultrastructure of
secretory cells

Nuclear magnetic resonance

Polysaccharides

Crystallizatlon of polymers

Affinity chromatography

Leukocytes: chonic
granulomatous disease

Collagen

Erythrocyte membranes

Delayed hypersensitivity

58
21
21
67

0
33
55

4
41

50
50

0

50
12
38
37
13
50
46
46

8
100

0
0

60
20
20

40
13
47
80
20

0
9

64
27
77
15

8

45
55

0
25
50
25
54
26
20

7
21
72

43
57

0
55

9
36
44
34
22

100
0
0

67
0

33

63
5

32
40

0
60
15

5
60
46
27
27

25
17
58
67
22
11
57
30
13

44
25
31

60
0

40
23
54
23
36

7
57

100
0
0

72
14
14

33
53
14
27
40
33
58
42

3
50
29
21,

c - continuing, d = dropping, n - new documents

SOURCE Yehuda Elkana.  et al., (eds  ) Toward a Merrfc  of Science The  Advent
of ScIerrce  Ir?dcators  (New York: John Wiley & Sons. 1978).  PP 199201
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clusters in biochemistry and shows, for each, the
percentage of key papers that are identical to the
previous year’s, the percentage that have dropped
out from the previous year, and the percentage
that are new. As can be seen, the specialties vary
appreciably, from crystallization of polymers, for
which the same papers defined the subfield cluster
over all 3 years, to erythrocyte membranes, in
which 64 percent of the important papers dropped
out in 1970, and 80 percent of the papers were
totally new in 1971. If research decisionmakers
are eager to fund specialties where new ideas are
emerging rapidly, data on the evolution of clus-

ter specialties over time could help to identify
fields of rapid change.38

It should be stressed, however, that most bib-
liometncians view publication, citation and co-
citation analyses as complements to, not substi-
tutes for, informed peer evaluation. All three anal-
yses are, of course, ultimately indirect measures
of the scientific community’s peer evaluation of
researcher’s productivity.

“Eugene Garfield, et al., “Citation Data as Science Indicators,
Toward a Metric of Science: The Advent of Science indicators,
Yehuda Elkana, et al., (eds. ) (New York: John Wiley & Sons. 1978),
pp. 196-201.

Figure 2.–Davelopment of a Speciality Cluster, 1970-73

A. MILLER

PIEZ Biochemr
Biochem 1969

1 1

BUTLER
Biochem

/

1967

I BORNSTEIN
Biochem

1966
+,

BAILEY
BBRC
1968

I 1966 I
The figure shows the evolution of the collagen cluster over the 4-year period
of first authors of the highly cited papers and years of publication. Lines
11 times in the corresponding source year.

NOTE A IS collagen, 1970, and B IS collagen, 1971

1970-73. Boxes contain the names
connect papers co-cited at least
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Figure 2.—Deveiopment of a Specialty Cluster, 1970-73 (continued)
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SCIENCE INDICATORS
One method of assessing the health of the re-

search enterprise is to directly question the scien-
tists and administrators involved in it. This is done
in a variety of ways in this country. Individual
scientists are asked to testify at congressional hear-
ings. Federal agencies create scientific advisory
panels to help guide research.

The National Research Council and its constit-
uent bodies—the National Academy of Sciences,
the National Academy of Engineering, and the In-
stitute of Medicine—carry out numerous reviews
of research programs and research fields for the
executive and legislative branches. The most com-
prehensive of these are the Research Briefings and
Five Year Outlooks prepared by the Committee
on Science, Engineering, and Public Policy. Since
all NRC reports are prepared by committees of
scientists, they represent, to some degree, the in-
formed, consensus-based peer judgments of the
scientific community on the state of the research
enterprise. As a check on the validity of such
reports, the government could support detailed
surveys of the scientific community.

However, scientists’ judgments on the state of
their own field of research can rarely be totally
disinterested and often reflect the researcher’s
characteristic desire to investigate more problems
in greater depth than available funding will al-
low. These inherent biases can be compensated,
to some degree, by the use of a variety of science
indicators that are measured by NSF, NIH, and
NRC and published on a regular basis. These in-
dicators include the amount of funds devoted by
the Nation to research and development by source,
sector, nature of the work, performer, and scien-
tific fields; statistics on the distribution of scien-
tific and engineering personnel, graduate students,
and degree recipients by field, sector, and insti-
tution; and the support for graduate education
and training. The NSF Science Indicators tables
include funding levels by agency and even pro-
gram; the specific institution receiving the funds,

employing the scientists, and training the gradu-
ate students; and funding for specific Standard In-
dustrial Classification codes within industry. Most
lacking in the policy community is a consensus
on which indicators are most relevant and how
the different indicators might be used in combi-
nation to measure the health of the research en-
terprise. A workshop or report on the use of Sci-
ence Indicators to measure the health of the
research enterprise might be a useful first step in
that direction.

One must remember, however, that all meas-
ures or “indicators” of research are inevitably
flawed. Any number describing research is an ab-
stract symbol that depicts, imperfectly, only one
aspect of it. Choosing one measure over another
implies that the measurement use has made some
assumption about what is important. The chosen
measure has meaning only through interpretation.

Even if an acceptable measure of an aspect of
research can be devised, interpretation remains
problematic:

. . . the inputs [to science]—of dollars, of work-
ing scientist, males, females, and Hispanics, grad-
uate students, post-docs, and professors—are well
known and further broken down into industry,
government, education, or lost to view. We also
have counts of outputs —of papers, citations of
papers, and Nobel Prizes arranged according to
national origin. But how do we know what the
numbers “ought” to be? . . . such indicators help
very little in determining the health of science in
any absolute sense or, more practically, in rela-
tion to what it might be if organized and financed
at some theoretical optimal level .39

These difficulties illustrate the limitations of
science indicators for research evaluation.

‘R.S. Morison, “Needs, L=ds,  and Indicators, ” Science, Tech.
nology,  and Human Values, vol. 7, winter 1982, pp. 6-7.
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Chapter 4

Research Decisionmaking in Industry:
The Limits to Quantitative Methods

This chapter reviews the use of quantitative
analysis in industry research and development
(R&D) decisionmaking at the level of the individ-
ual firm. OTA reviewed articles, surveys, and
reports, and interviewed several research man-
agers. Very little systematic information is avail-
able about industry’s use of quantitative models
in research resource allocation. A few surveys
cover limited numbers of firms and are not nec-
essarily representative. Much of the material is
in the form of anecdotal accounts of an individ-
ual firm’s uses of certain methods, providing no
information on whether other firms have adopted
similar approaches. Relatively more information
is available about noneconomic quantitative meth-
ods for project selection than about economic
models. The literature, as well as OTA interviews,
demonstrates the limited practical utility of quan-
titative techniques for research decisionmaking in

industry, and the reliance on subjective judgment
and good communication between R&D, manage-
ment and marketing staffs in the decisionmaking
process.

In the private sector, R&D is an investment that
must compete for corporate support with other
investment opportunities such as plant expansion
or new product marketing. Program and labora-
tory directors must defend the value of their re-
search to top management and decide what mix
of projects is best for the firm. Project managers
must determine whether their projects are pro-
ceeding as planned and whether expected payoffs
will justify costs. This chapter looks in turn at the
use of quantitative methods in review and evalu-
ation of ongoing research, new research project
selection, and research resource allocation as part
of strategic planning.

REVIEW AND EVALUATION OF ONGOING RESEARCH ACTIVITIES

As part of their normal operations and man-
agement, firms periodically review research pro-
grams, projects, and staff to assess progress and
determine the contribution that individual re-
searchers and research groups are making to the
firm’s goals. These reviews can justify research
expenditures to management, assist in budget and.
program planning, or evaluate personnel per-
formance.

Few firms use quantitative methods to review
ongoing research. In 1982, Schainblatt surveyed
34 R&D-intensive firms about methods of meas-
uring research productivity.1 The survey focused
on the groups, programs, or other organizational
units, rather than on individual scientists or engi-
neers. Managers in only four firms reported using

performance or output measures as part of their
program reviews. Only 20 percent of the firms
routinely collected any kind of productivity data,
and 20 of the 34 firms reported using no produc-
tivity-related measures at all.

Several respondents said they had tried for
years to measure R&D productivity but had not
been successful. Noted one research manager,
“We . . . came to the conclusion that there is no
good way to do it on a week-to-week or month-
to-month basis. ” Managers doubted that R&D
productivity measures were meaningful. Accord-
ing to one manager, “Attempts to quantify bene-
fits of R&D have led to monstrosities that caused
more harm than good. ”2

A. Schalnblatt,  “How Companies \leasure the Productlvlty  of
Eng]neers  and Sc]entlsts, ” Research Management, May 1982, pp.
10-18.

‘Gerald A.
Laboratories

Cole, The Eva]uatlon  oi Basic Research [n lndustndi
(Cambridge, MA: Abt Associates, 1985), p. 59.

47
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Macroeconomic Models

The retum-on-investment (ROI) model is one
of a family of economic analysis tools, along with
discounted cash flow analysis and present value
analysis, which business managers use as aids to
investment decisions. These methods are com-
monly applied to decisions where uncertainty is
low. As we have seen in chapter 2, research in-
vestment decisions entail considerable uncer-
tainty. Moreover, the ROI methods carry a bias
against the long-term, high-risk, and high-
uncertainty projects like basic research, and work
in favor of high-vield, short-term investments.3

The bias increases in periods of high inflation like
the 1970s.

Despite the fact that economists have typically
viewed R&D activity as an investment, a num-
ber of scholars recently have criticized the mis-
use by private sector managers of quantitative fi-
nancial techniques for evaluating investments in
R&D and technology more generally. Hayes and
Abernathy argue that the application to invest-
ment decisionmaking of principles of portfolio
management has led U.S. firms to underinvest in
new technologies:

Originally applied to help balance the overall
risk and return of stock and bond portfolios, these
principles have been applied increasingly to the
creation and management of corporate portfolios
—that is, a cluster of companies and product lines
assembled through various modes of diversification
under a single corporate umbrella. When applied
by a remote group of experts primarily concerned
with finance and control and lacking hands-on ex-
perience, the analytic formulas of portfolio the-
ory push managers even further toward an ex-
treme of caution in allocating resources. 4

Similarly, Hayes and Garvin have argued that
present-value analysis of R&D investment deci-
sions has led to a systematic bias against such in-

‘J.E.  Hodder and H.E. Riggs, “Pitfalls in Evaluating Risky Proj-
ects, ” Hanrard  Business Review, January-February 1985, pp. 128-
13.s; and G.F. Mechlin and D. f3erg,  “Evaluating Research-ROI
1s Not Enough,” FLwvaru’  Business Review, September-October 1980,
pp. 93-99.

‘Robert H, Hayes and William J. Abernathy, “Managing our
Way to Economic Decllne,  ” Harvard Business Review, vol. .s8, No.
4, 1980, pp. 67-77, reprinted in Surwval  Strategies for American
industry, Alan M. Kantrow (cd. ) (New York: John Wiley & Sons,
1983), pp. 15-3S (quotation IS from pp. 22-23, 1983 reprint).

vestments, due in part to the use of discount or
“hurdle” rates for such decisions that are too highs
Rather than relying solely on quantitative tech-
niques for the evaluation of R&D investments,
these authors argue that managers must develop
an understanding of the underlying technologies,
and apply informed judgment in making such de-
cisions.

ROI methods, as applied to R&D projects, esti-
mate the economic value of research and compare
it with the cost to the organization. For example,
a firm could estimate the sales or revenues gen-
erated or expected from a new product resulting
from research efforts. Alternatively, the firm
could estimate the share of total profits or sav-
ings attributable to research. The financial results
are usually discounted to reflect the time value
of money.

One major problem with such methods is that
it is difficult to apportion profits generated by a
product developed in the past among research,
development, and marketing activities, all of
which contribute to the process. Even if one could
attach accurate figures to the present payoff from
past research, such calculations offer little guid-
ance for current decisions, which are occurring
under different technological, management, eco-
nomic, and organizational conditions. b In addi-
tion, companies often acquire R&D through pur-
chase, corporate acquisition, or merger; or they
may sell R&D themselves.

ROI techniques seem most applicable to justify-
ing the value of ongoing research to top manage-
ment by placing a value on past research. Such

‘.+s these techniques have gained ever wider use In Investment
declslonmakmg,  the growth ot capital Investment and R&D spend-
ing m this country has decllned We summ]t that the dscounttng
approach has contributed to a decreased willingness to tnvest for  the
following reasons: (1) It IS otten  based on mwperceptlons  of the past
and present economic environment; and (2) It IS biased against in-
vestment because of critical errors In the way this theory IS applled
Bluntly stated, the willingness of managers to wew  the tuture  through
the reversed telescope of discounted cash flow IS shortchanging the
tuture  of the:r compames.

Robert H. Hayes and David A. Gamin, “Managing As If Tomor-
row Mattered, ” Harvard Business Review, VOI. 00, No. 3, pp. 70-
79, reprinted in Survival Strategies for American Industry, Alan
M. Kantrow (cd. ) (New York: John Wiley & Sons, 1983), pp. 30-
51, (quotation is from p. 37, 1983 reprint).

“B. Twiss, ,Mmagmg Technological lnrro~’~tlc?n  ( SW ) (Irk  Long-
man, 1980 ), yp. 121-122; and D W. Collier,  ‘%leasurlng  the Per-
formance  of R&D Departments, ” Research ,Jfanagement,  VOI, 20,
No. ~, 1977, pp. 30-34.
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techniques do not appear very helpful for deter-
mining changes in a research program’s budget,
or deciding the fate of particular project. The ROI
methods and other cost/benefit methods, as dem-
onstrated below, are more applicable to decisions
involving setting priorities among a set of applied
research projects.

Business Opportunity Techniques

Collier describes a “business opportunity” tech-
nique that avoids some of the pitfalls of ROI ap-
preaches. ’ It is based on the notion that the pri-
mary objective of industrial research is to identify
and define business opportunities that can be ex-
ploited commercially. Management evaluates the
performance of research staff by comparing its
technical accomplishments against a set of previ-
ously established objectives—for example, to de-
velop a new control system with certain perform-
ance characteristics. Next, when the project is
completed and is ready to be transferred to the
production and marketing departments, total ex-
pected sales revenues are estimated and discounted
to the present. The result, when divided by the
project’s cost, is a return on research figure which,
if summed across all completed projects, yields
an estimate of the research department’s value to
the company for that year.

The business opportunity method depends on
the accuracy of future sales estimates and of prod-

uct development time, which are subject to sub-
stantial error. Thus, uncertainties in the ROI
method’s allocation of credit for profits retrospec-
tively among the various factors are replaced by
the business opportunity method’s uncertainties
about future payoffs. Collier evidently assumes
that there is a higher level of certainty about fu-
ture profits than about the contribution to prof-
its of past activities. Nevertheless, Collier states
explicitly that neither the ROI nor the business
opportunity method should be used to evaluate
basic research, ’ probably because particular basic
research projects and programs are difficult to tie
uniquely to economic impacts, which may well
be separated from the research by many years and
institutional boundaries.

Little is known about the use of other formal
evaluation techniques such as bibliometrics, pat-
ent counts, and colleague surveys for peer review.
DuPont, Bell Laboratories, and other large indus-
trial research establishments carry out intensive,
annual reviews of their scientists’ work. These re-
views stress the scientists’ contribution to science
and technology, particularly in areas of strategic
interest to the company. The reviews are per-
formed by peers in the fields of research con-
cerned. 9 No evidence suggests that this practice
is widespread. One complicating factor is that
much industrial R&D is shared work, so attribut-
ing some portion of its output to one individual
is difficult.

‘Ibid.
‘Cole, op cit., p. 38.

R&D) PROJECT SELECTION

Relatively more information exists about indus-
try’s use of formal, quantitative techniques to se-
lect R&D projects and shape research portfolios.
An extensive literature on models and methods
exists and it includes some surveys on their use.
These algorithms or heuristic devices help man-
agers assign values to projects, groups of projects,
or other investments. The approaches fall into
four categories:

‘Ibid., p. 59

3. constrained optimization or portfolio mod-
els, and

4. risk analysis or decision analysis models.

Scoring Models. When scoring models are used,
each project is rated against a series of relevant
decision criteria. Scores for each project are com-
bined through addition or multiplication to de-
velop a single project score.

1. scoring models,
2. economic models,

In a typical application, all candidate projects
are scored and ranked from highest to lowest.
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Since costs are associated with each project, the
allocation decision involves simply going down
the list of projects until the available funds have
been exhausted. This procedure does not consider
the effect of variations in project budgets, mar-
ginal returns from varying project funding levels,
interactions among projects, or changes in annual
budget levels over the life of the projects.

Scoring models have the least demanding in-
put data requirements of the four categories of
models. They are designed to incorporate noneco-
nomic criteria, and can operate on input data in
the form of subjective estimates from knowledge-
able people. The assumptions underlying scoring
models are relatively undemanding: only that ex-
plicit evaluation criteria and a way to quantify
each evaluation be developed. While expert judges
may be used as the source of qualitative input
data, eventually these data must be expressed
quantitatively to be used in a scoring model. The
choice of algorithm to convert qualitative data to
quantitative scores is arbitrary and subjective.

Economic Models. With economic models,
projects are rated against a series of economic cri-
teria such as expected rate of return. A single fig-
ure of merit is produced, typically reflecting the
ratio of the present value of earnings from the
project, including the probability of project suc-
cess, to discounted money flow or investment.
These are essentially capital budgeting models.
Economic models accept only quantitative data
based on estimates of the financial performance
of the project over a specified planning horizon.
These estimates are often generated by program
or project managers or by panels of experts. They
possess no greater intrinsic validity than data de-
veloped for scoring models. This is particularly
true when uncertainties about the technical and
market performances of the technology are high,
a situation frequently encountered in early stages
of applied research. Any estimate of future project
benefits requires subjective input from some well-
informed respondent or group of respondents. 10

N’. R. Baker, “R&D Pro]ect SelectIon  Models: A Assessment, ”
IEEE Transactions on Engineering Management, EM-21, Novem-
ber 1974.

Like scoring models, economic models produce
a single figure of merit that is independent of the
figures of merit for competing projects. The sim-
plest application is to rank projects and fund those
scoring highest until the available funds are ex-
hausted. The narrow focus of economic models
may limit their usefulness for government re-
search, where cost and economic gain are only
part of a much larger set of criteria.

Constrained Optimization or Portfolio Models.
These models measure a program’s potential to
meet a goal, usually a series of economic objec-
tives, subject to specified resource constraints. Un-
like scoring and economic models, the focus is on
a mix of projects rather than a simple ranking of
individual projects. In portfolio analysis, mathe-
matical programming techniques are used to eval-
uate the allocation of resources among candidate
projects. The method requires an understanding
of the relationship among resource inputs, tech-
nological performance, and marketplace response.
The decisionmakers must agree that funding just
the right mix of resources among projects is the
key to effective R&D management.

While demanding better data quality and un-
derstanding of underlying technical and economic
processes, portfolio models can handle multiple
constraints and different budget levels over differ-
ent years in the planning horizon. But the use of
these models implies a level of management con-
trol and flexibility to reallocate resources that may
not exist in many situations, particularly in gov-
ernment. 11

Risk Analysis or Decision Analysis. These
models produce an expression for the expected
utility of each set of alternative budget allocations
among a set of research projects. Models using
decision analysis have the most complex data re-
quirements, since inputs must be in the form of
probability distributions. As in the case of port-
folio analysis, considerable understanding of under-
lying processes must exist if the benefits of deci-
sion analysis are to be realized. Decision analysis
incorporates expert judgments as well as “objec-
tive” data.

‘K. G. Feller, A Rewew  ot .Jfethods tor EL’J/uJt)ng R&D ( L)\’er-
more, CA: Lawrence Llvermore  Laboratory, IWO), p. 19
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Use of R&D Project Selection Models
in Industry

A 1964 survey of the use of quantitative R&D
project selection methods concluded that while
numerous models and techniques had been pro-
posed, available data showed “little thorough test-
ing and only scattered use of the proposed meth-
ods. ”12 A second survey published 2 years later
led to a similar conclusion:

The practice of project selection in industry and
government is dominated by . . . methods de-
pending heavily upon individual or group judg-
ment and using very little quantitative analysis.
The use of cost and return estimates is common,
but very few organizations employ any formal
mathematical model for combining these esti-
mates and generating optimal project portfolios. 13

Rubenstein pointed out in 1966 that the use of
quantitative methods by R&D organizations had
not increased appreciably since 1950, and that the
reasons for this had more to do with the nature
of the available data and the R&D decision proc-
ess than with the sophistication of available
models.

In a 1968 study of the R&D project selection
practices of 36 firms, Dean found that formal,
quantitative models were not widely used. Sim-
ple scoring models employing only a few criteria
such as probability of technical success, estimated
time to completion, cost, and size of net market
gain were the only mathematical models that had
been tried.14 Meadows’ 1968 report on practices
in the R&D labs of five major companies found
that the margin of error in estimates undermined
the usefulness of the methodologies. 15 He provides
a telling example:

‘N. R. Baker and W.H. Pound, “R&D  Prolect Selection: Where
We Stand, ” IEEE Transactions on Engineering Management, EM-
21, November 1974, p. 130.

‘3A.H.  Rubenstein,  “Economic Evaluation of Research and De-
velopment: A Brief Sumey  of Theory and Practice, ” The journal
of Industrial Engineen”ng,  vol. 17, November 1966,  p. 616.

“B. V. Dean, “Evacuating, Selecting and Controlling R&D Proj-
ects, ” Research Study 89 (New York: American Management Asso-
ciation,  1968).

“D. L. Meadows, “Estimate Accuracy and Project SelectIon
IModels  in Industrla[  Research, ” industrial .%lanagement  Rewew,
spring 1968, pp. 105-119

If estimates with only a ten percent error were
inserted in the formula, they could conceivably
lead management to calculate a higher profit ra-
tio for a project actually expected to lose money
for the firm than for one expected to return 230
percent on the money invested in its development.
This sensitivity of the model’s output to error is
important in view of the fact that no laboratory
yet studied has had estimates (of error) averag-
ing as little as ten percent. 16

Mansfield, who has conducted numerous stud-
ies of R&D and innovation in industry, noted in
a more recent article that:

. . . most companies . . . have found it Worth-
while to make economic evaluations of project
proposals and continuing projects, often adapt-
ing such capital budgeting techniques as rate of
return or discounted cash flow to the task at
hand. 17

But he goes on to say that the nature of the tech-
niques used will vary, depending on the stage of
research. Early on, when costs are low and un-
certainty high, project screening will be quick and
informal. Later, the larger labs make some use of
quantitative methods:

In some labs, they [quantitative methods] are
taken quite seriously indeed; in others they are
little more than window dressing for professional
hunches and intra-company politics . . . The
more sophisticated types of models have not been
extensively used. 18

Although it is important to distinguish among
the various research activities when discussing the
use of such models, surveys rarely do so. One
notable exception is a 1971 study of project selec-
tion practices by a task force of the Industrial Re-
search Institute. The task force studied 27 com-

panies and classified their R&D programs into
three types: exploratory, high risk business de-
velopment, and support of existing business, 19

Among the firms studied, those engaging in ex-
ploratory R&D generally used simple, unsophisti-

‘61 bid., p. 116.
‘7 Edwin Mansfield, “How Economists See R&D “ Research

Management, vol. 25, 1982, p. 25
“Ibid.
‘“R, E. Gee, “ A  Sur\’ev  ot Current  Project Se)ecf)on  Pract]ce5

Research ~Llanagernent,  vol. 14, September 1~~1  pp 3S-45
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cated selection procedures. Decisions on funding
were based on a page or two of qualitative infor-
mation or a simple rating scheme. Decisions on
high risk business development projects were
occasionally supported by more sophisticated,
quantitative techniques such as standard economic
projections. There was very limited use of quan-
titative methods for dealing with uncertainty. For
decisions about projects in support of existing
business, on which quantitative data with very
low uncertainty could be brought to bear, stand-
ard economic projections were widely used. A
1985 survey indicates little has changed: indus-
try managers rely on qualitative evaluation of
basic research programs and proposals.

There is substantial agreement that the less com-
plex scoring models with less demanding input re-
quirements are more appropriate for earlier stages
in the R&D process than the more analytically
sophisticated economic and linear programming
models. One literature review concluded that eco-
nomic models are too quantitative for evaluating
even applied research efforts; they can help only
in identifying the information needed to make a
qualitative estimate of the economic merit of ap-
plied research projects.

20 Twiss, in the second edi-
tion of his respected text on the management of
technological innovation, finds little value in so-
phisticated analytic models for R&D project
selection:

While the formulae may give satisfactory sym-
bolic representation, it is doubtful whether they
provide a mechanism of much operational value.
The judgments involved are so complex there is
a great danger of the formulae being used to ap-
ply a veneer of pseudo-quantification to support
decisions which have already been taken on differ-
ent considerations . . . If the data is poor they are
little better than descriptive representations of the
problem. When applied to estimates of the order
of inaccuracy discussed earlier, they can do a posi-
tive disservice by concealing in a simple index the
magnitude of uncertainties. However, there are
some types of R&D work where it is possible to
assess both the benefits and costs to a high de-

●

‘WM. Burnett and D.J. Monetta,  Applied Research Pro!ect
SelectIon [n ,%lission-Oriented  Agenaes:  An Approach fWtishmg-
ton, DC: U.S. Department of Energy, Assistant Secretary tor Energy
Technology, Division of Power Systems, 1978).

gree of accuracy. These are usually development
projects.21

The basis for judging the appropriateness of
different types of project selection models for
different stages of R&D should not rest on dis-
tinctions between quantitative and qualitative
data, since it is always possible to assign a num-
ber to qualitative data using some arbitrary al-
gorithm. Rather, the association should be based
on the level of certainty involved in the estimates
of the probability that technical and market per-
formance goals will be achieved at a certain cost
within a specified time. In basic research and in
the early stages of applied research, these factors
can be predicted with little certainty. (See box B.)

Reasons for Levels and Patterns
of Observed Use.

Industry managers recognize that attempts to
link basic research activities directly and quan-
titatively to any kind of “payoff’’—new products,
profits, corporate image internal consulting,
scientific knowledge, or personnel recruitment—
are flawed and of limited value. The uncertain-
ties are too great, the causal paths too diffuse, the
benefits too difficult to measure, and the time-
frame too extended. Basic research usually rep-
resents a small fraction (5 to 10 percent) of R&D
budgets, and is not subject to the same financial
scrutiny as applied research and development
activities.

The realities of the research process account for
the limited use of quantitative project selection
models. The increasing sophistication of the
models has not improved their acceptance. In fact,
the increased sophistication may create as many
limitations as it removes. z’ Fundamental inade-
quacies in the data required greatly limit their
value. Studies of company estimates of project
cost and time requirements show that they are
usually highly inaccurate. Mansfield, et al. ,23

found that in one drug firm, the average ratio of
actual to estimated development costs exceeded

‘lTwIss,  op. cit., p. 1 3 5 .
‘E. P. Winkofsky,  et al., “R&D Budgeting and  Prolect 5electton.

A Review of Practices and Ivlodels. ‘ T1.\fS Studies )n the .\ fJnwe-
ment .%ences,  VOI. 15, 1980, p. 1Q2

“Mansfield, op. clt
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Box B.—Differences Between Implicit Assumptions of Project Selection Models
and Typical Decision Environments

Implicit Assumptions Typical Decision Environment
1.

2.

3.
4.

5.

6.

7.

8.

9.

10.

A single decisionmaker in a well-behaved
environment
Perfect information about candidate
projects and their characteristics; outputs,
values, and risks of candidates known and
quantifiable.
Well-known, invariant goals.
Decisionmaking information is
concentrated in the hands of the
decisionmaker who has all the information
needed to make a decision.

The decisionmaker is able to articulate all
consequences.

Candidate projects are viewed as
independent entities to be evaluated on
their own merits.
A single objective, usually expected value
maximization or profit maximization, is
assumed and the constraints are primarily
budgetary in nature.
The best portfolio of projects is
determined on economic grounds.
The budget is “optimized” in a single
decision.
A single, economically “best” overall
decision is sought.

2.

3.
4.

5.

6.

7.

8.

9.

10.

Many decisionmakers and many decision
influencers in a dynamic organization.
Imperfect information about candidate
projects and their characteristics; project
outputs and values are difficult to specify;
uncertainty accompanies all estimates.
Ever-changing, fuzzy goals.
Decisionmaking information is highly
splintered and scattered piecemeal
throughout the organization, with no one
part of the organization having all the
information needed for decisionmaking.
The decisionmaker is often unable or
unwilling ,to state outcomes and
consequences.
Candidate projects are often technically
and economically interdependent.

There are sometimes conflicting multiple
objectives and multiple constraints, and
these are often noneconomic in nature.

Satisfactory portfolios may possess many
noneconomic characteristics.
An iterative recycling budget
determination process is used.
What seems to be the “best” decision for
the total organization may not be seen as
best by each department or party, so that
many conflicts may arise.

SOURCE: Maptd from William E. Souckr, “A System for brig R&D Prqeci  Evaluation Mockh,”  Rcscamh  tdarugrm alt,  September 197D,  pp.  29-37.

to 1 development time required exceeded esti- to the potential unreliability of quantitative evalu-
ates by a factor of almost 3. A more recent study ation of basic research activities.
of major innovations developed during a 5-year

The reasons for lack of reliance on models forperiod by a large U.S. company  indicated that ini- . .
tial estimates of an R&D project’s expected prof- research decisionmaking include:

itability were no more reliable than the drug firm’s
cost and time estimates. “The chances were about ●

50-50 that the estimated discounted profit from
a new product or process would be more than

●

double or less than half the actual discounted
profit .“24 The inaccuracies of such measures point

●

“Mansfield, op. cit., p. 26

inadequate treatment of multiple, often in-
terrelated criteria;
inadequate treatment of project interrelation-
ships;
lack of explicit recognition and incorporation
of the experience and knowledge 01 the re-
searchers and managers;
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● inability to recognize and treat nonmonetary Mansfield adds that many models fail to recog-
aspects of research programs that are diffi- nize that R&D is a process of uncertainty reduc-
cult to understand and use; and tion—in effect, buying information.26 Thus, tech-

Ž inadequate treatment of program and staff nical failures are successes in that they provide
evolution. 25 valuable information.

~Winkofsky,  et al., op. cit., pp. 191-192. “Mansfield, op. cit., p. 25.

STRATEGIC PLANNING AND RESOURCE ALLOCATION
Throughout the 1960s, company managers gen-

erously funded “open-ended” research—research
that was not necessarily directed toward increas-
ing corporate profits. However, corporate invest-
ment in R&D decreased significantly in the 1970s.
Dr. Alan Frohman, a management consultant and
faculty member at Boston University’s business

. school, believes management’s attitude towards
investing in R&D:

. . . has seesawed from unquestioned support and
optimism in the 1960s to withdrawn support and
discouragement . . . in the 1970s.
“ In the 1960s, the attitudes were evidenced by
the building of large, well staffed laboratories,
often remote from the businesses. During the
1970s, the major, painful cutback in both expend-
itures and staffing documented management’s dis-
couragement with the contribution of technology
to the bottom line.27

Giorgio Petroni, a professor who has studied the
history of management, contends that this “dis-
couragement” was caused by the lack of atten-
tion given to strategic planning.

During the 1970s, management, even in “tech-
nology intensive” enterprises, showed little under-
standing of the need to develop technological
expertise within their organizations. Top manage-
ment often did not understand the full importance
of technology as an element of competitive strat-
egy. 28

Petroni and Frohman are not the only scholars
to cite the failure of management to plan for tech-
nological innovation as a major factor in the re-

‘ -Alan L. Frohman,  “Managing  the  Company’s  Technologica l
Assets, ” Research Management, September 1980, pp. 20-24.

%iorgio Petroru, “Who Should Plan Technological 1nnova-
tlon?” Long Range Planning, vol. 18, No. 5, 1985, pp. 108-115.

duction of profits in American industries. In fact,
in 1980, when Frohman’s study was published,
several major literature reviews emphasized what
Alan Kantrow has called “the strategy-technology
connection. “29

After reviewing the research literature from the
1970s, Kantrow concluded that there is no ra-
tional justification for separating technology from
strategy:

Technological decisions are of fundamental im-
portance to business and, therefore, must be made
in the fullest context of each company’s strategic
thinking. This is plain common sense. It is also
the overwhelming message of this past decade’s
research .30

Based on the little that was known, Kantrow ten-
tatively identified the key elements of corporate
technology strategy:

. . . good communications, purposeful allocation
of resources, top-level support within the orga-
nization, and careful matching of technology with
the market .31

While scholars and managers alike knew little
about technological planning in 1980, they knew
a good deal about the theories and practices asso-
ciated with strategic management. In the same is-
sue of the Harvard Business Review that featured
Kantrow’s article, a review by Frederic W. Gluck,
et al., stated: “for the better part of this decade,
strategy has been a business buzzword.”32 The in-

“Alan M. Kantrow, “Keeping Informed: The Strategy-Technol-
ogy Connection, ” Harvard Business Review, July-August 1980, pp.
6-21.

‘ibid., p. 6.
“lbId, p. 11.
‘ : Frederic W. Gluck,  et al., ‘Strateg]c Management tor Com-

petitive  Advantage, ” Harvard Business Review, July -~ugust  1980,
p. 154.
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crease in the use, and misuse, of this term is im-
portant because it signifies a shift in managers’
planning approach from technicalities “to substan-
tive issues affecting the long-term well-being of
their enterprise. “33 Despite this change, most
managers did not apply these long-term strategies
to their R&D divisions in the 1970s.

However, it is important to note that during
this period there was a significant countertrend.34

The verbose title of a 1973 Chemical Week, tells
the story: “Research Gets the Word: If It Doesn’t
Fit, Forget It— It’s The New Way of Life: R&D
Must Mesh Closely With Corporate Goals. ”35 In
1976, Union Carbide’s R&D director told a re-
porter: “R&D is too important to be left to the
R& D’ers; R&D is the future analog of today’s cap-
ital expenditures. ”36 The vice president of Celanese
agreed: “At the high cost of R&D, we can no
longer afford to plan and manage it in a random
manner. It has to be very closely tied to strategic
business planning. ”37

Eastman Kodak, a pioneer in industrial re-
search, was one of the first companies to make
a concerted effort to incorporate R&D issues into
its strategic planning process in the 1970s. This
represented a major change in the company’s
R&D policy from the 1960s when research direc-
tor C.E. K. Mees articulated Kodak’s hands-off
policy:

The best person to decide what research work
shall be done is the man who is doing the research,
and the next best person is the head of the depart-
ment, who knows all about the subject and the
work; after that you leave the field of the best peo-
ple and start on increasingly worse groups, the
first of these being the research director, who is
probably wrong more than half of the time; then
a committee, which is wrong most of the time;

‘] Ibid, p. 154.
“Kantrow, op. c]t., does believe that managers’ awareness “of

the need to Incorporate technological issues within strategic deci-
sion making” (p. 6) grew during the 1970s.  However most of his
article emphasized management’s refusal to see the connection be-
tween technology and strategy, Kantrow (personal communication,
1985) said that he believed corporate managers’ views of planning
technological innovation have evolved over the past three decades
(as opposed to swinging from one extreme to another).

‘: Edward D We]] and Robert R, Cangeml,  “Llnklng  Long-Range
Research to Strategic Planning, ” Research )bl.anagement, Llav-june

1983, p 33
‘Ibid
‘Ibtd.

and finally, a committee of vice-presidents, which
is wrong all the time.38

In 1978, Kodak formalized the relationship be-
tween corporate management and R&D by estab-
lishing a technological affairs committee .39 Former
Kodak Vice President W.T. Hanson, Jr., outlined
the five tasks given the committee:

1.

2.

3.

4.

5.

To assess long-term technical opportunities as
they emerge from the basic research envi-
ronment.
To establish broad goals for the commitment
of Kodak R&D resources. These goals should
meet short-term product and process needs as
well as long-term technology needs.
To ensure that resources are properly allocated
to develop the technology necessary to sup-
port the longer range business objectives.
To approve major corporate product pro-
grams including specific goals which encom-
pass the following:
—schedule,
—specifications of features and functions,
—resources required,
—corporate return, and
—assessment of risk.
To monitor progress in corporate projects and
approve any changes which have an impact
on corporate goals.

Corporate projects as well as the committee’s
progress were monitored in weekly meetings,
which were chaired by the Chief Executive Offi-
cer (CEO). The meetings included top manage-
ment and the staff directly responsible for projects
under review. To Hanson, these sessions repre-
sent top management’s “real commitment” to
R&D planning, an idea that was almost unheard
of during Mees’ tenure.

Kodak’s decision to establish a technical advi-
sory committee was not unique. DuPont and
Monsanto, two major chemical manufacturers
that are now entering the field of life sciences, in-
creased the power of already existing committees
in order to streamline the R&D budget allocation
process. Prior to 1979, DuPont had established
an executive committee to oversee the activities
of the R&D divisions. According to Robert C.
Fortney, Executive Vice President of R&D, “the

“Ibid.
‘“W. T. Hanson, Ir “Plannlng  R&D at Eastman Kodak Re-

search Management, July 1978, p 24
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head of central research and each of the individ-
ual operating departments had a liaison arrange-
ment with different members of the executive
committee who loosely kept track of the whole
thing.” In 1979, the company was reorganized,
and the loose arrangement between the various
divisions and top management was replaced by
one that was more structured. Fortney believes
this change led to “greater corporate involvement
in deciding how much of [the total budget] would
be in one field, and how much of it would be in
another field. ”40 This increase in corporate
involvement has forced the members of the ex-
ecutive committee to become more informed. For
example, Fortney meets bimonthly with the 11 re-
search directors in the company, reads quarterly
research progress reports from the operating de-
partments and the engineering department, re-
views monthly reports from the central research
and development department, and listens to pres-
entations from the first line people on the results
of their research, usually two or three times a
month. In addition, he talks informally with the
research directors about their budget plans .41
Through these formal and informal meetings,
which enable corporate management and R&D
managers to share information, DuPont has tried
to include technological issues in its corporate
strategy.

Like Fortney, Howard Schneiderman of Mon-
santo strengthened an underutilized committee
structure when he became the Senior Vice Presi-
dent for R&D in 1979. Three committees are now
involved in the budget allocation process. The
technology advisory council, chaired by Schnei-
der-man, is composed of the directors and general
managers of R&D and technology. Most of the
council meetings focus on the administrative con-
cerns that effect the management of the scientific
enterprise. The council is also a forum in which
proposals for new or continuing research pro-
grams are suggested and discussed. Then, the tech-
nology review committee, which is also chaired
by Schneiderman and which includes the com-
pany’s senior executives, evaluates these programs
by determining whether or not they are commen-

surate with the corporation’s goals. Finally, the
programs’ budgets are evaluated and then ap-
proved or rejected by the executive management
committee, which is composed of top manage-
ment (including Schneiderman) and which is
chaired by the company’s CEO. Schneiderman
contends that the change in Monsanto’s view of
the importance of R&D (which is reflected in the
change in the budget allocation process) came
about as a result of the company’s decision to shift
its emphasis from producing industrial chemicals
to the field of life sciences:

One way to put it is that Monsanto is now into
more brain-intensive and less raw material and
capital-intensive businesses than we have been be-
fore. And that has some enormous consequences
for the way the corporation thinks about research.
That is why . . . R&D suddenly moves forward
in the corporation’s thinking.

In the case of, say commodity chemicals, poly-
styrene, you don’t spend an enormous percent-
age of your sales on research. You have to spend
a reasonable amount, but not 5 or 6 percent. Cer-
tainly not 10 percent! An awful lot of money goes
into building a plant, and you’re spending a lot
on your cement in the ground. So the big deci-
sions are capital decisions.

Now the really big decisions are R&D decisions.
You’re going to see this not in Monsanto alone,
but in other companies too. ’2

The use of committees and other formal means
of communication at Monsanto, DuPont, and Ko-
dak is not at all coincidental. What Schneiderman,
Fortney, Hanson and others have learned is that
R&D budgeting is “an information and commu-
nication process. ” While it is true that each com-
pany allocates its resources differently, several
generalizations about the budget process can be
made. After reviewing the literature from the
1970s, Winkofsky, et al., formulated and substan-
tiated these observations:

● the processes are multiperson, involving
many persons throughout the organizational
hierarchy;

● the processes are multilevel, involving or-
ganizational entities at different hierarchies;

%fichael  F. Wolff, “An Interwew  With Robert C. Fortney, ” Re-
search Management, January/ February 1984, p. 16.

‘] Ibid., p. 17.

‘ -D a v i d  W e b b e r ,  “Chlet Scient is t  Schnetderman  hlonsanto  s
Love Affair With R& D,” Chem~cai  & Eng/neer]ng  iN’ews, Dec. 24,
1984, p. 11.
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the processes are iterative;
proposals are passed upward through the hi-
erarchy;
resource allocations are passed downward
through the hierarchy;
goals in implicit or explicit forms are passed
downward through the hierarchy;
the processes are multicriterion in nature;
there is no unique set of criteria used by all
firms;
areas of concern which are considered by
many firms include: R&D costs and the prob-
ability of technical success, manufacturing
costs and the probability of commercial suc-
cess, market potential and the probability of
market success, and contribution to cor-
porate goals;
different levels of the hierarchy may use
different evaluative criteria; and
the R&D budgeting process may be periodic,
continuous, or periodic-continuous. 43

This list contains no mention of the use of finan-
cial models. Winkofsky, et al., believe that the
complexity of the allocation process “often con-
founds the formulation of mathematical models. ”
Because different levels of the hierarchy may use
different evaluative criteria, there is no firm base
on which a financial model can be built and uti-
lized effectively by all parties involved in the deci-
sionmaking process.

Managers and scholars now approach budget-
ing as a process that relies on shared information
and communication for its success; thus, it can-
not be easily reduced to mathematical formulae.
Despite the plethora of financial and technologi-
cal forecasting models that have been introduced
in the last 15 years, managers have been reluc-
tant to replace qualitative measures with strictly

“W’lnkotsky, et al., op. cit., pp. 185-187.

quantitative ones. Most managers use a combi-
nation of qualitative and quantitative techniques,
depending on the stage of research of the project.
Models are used mainly to explore policy alter-
natives. Qualitative evaluation techniques work
best at the level of basic research. A mixture of
quantitative and semi-quantitative techniques
works well at the level of applied research. Reli-
ance on strictly quantitative techniques greatly in-
creases when a project enters the last stages of
product development.

Many executives shy away from using formal
analytical methods because the data generated by
these models often do not reflect assumptions that
are shared throughout the organization. For ex-
ample, Robert L. Bergen, Jr,, manager of cor-
porate R&D at Uniroyal, is “leery about individ-
uals becoming so committed to a number that
they will find it hard to reassess a project later
on, adding that there is always a problem when
the boss ranks things one way and a subordinate
ranks things another. “44

The degree to which executives and their sub-
ordinates’ views are commensurate reflects the
level of communication between individuals and
divisions within the corporation. Most of the liter-
ature in the past 5 years points to gaps in com-
munication as the most important difficulty that
has to be overcome if strategy and technology are
to be linked. New corporate efforts to mesh strat-
egy and technology are occurring at a time when
scientific and technological information is grow-
ing exponentially. Management wants informa-
tion from corporate scientists and engineers and
to share this information with representatives
from the marketing and manufacturing divisions
as often as possible.

“\lichael F. Wolff, “Selectlng R&D Prolects  at L1nlro>’al,  Re-
search Alanagement,  November 1980, p. 8
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Government Decisionmaking

To be useful to Federal policymakers, quantita-
tive methods for evaluating research and devel-
opment (R&D) must provide reliable results and
fit with existing decisionmaking procedures. As
we have seen, neither the economic rate-of-return
models nor the noneconomic science indicators
can answer all the questions facing policymakers.
The economic models do not even meet the needs
of industrial private managers, for whom eco-
nomic payoff is the primary concern. One should
not be surprised, therefore, that these models of-
fer little help in making Federal R&D decisions,
in which economic payoff is only one of many
criteria and often a secondary consideration. In
addition, the users of Federal R&D are not cap-
tive. Information produced through federally
funded R&D is, in most cases, available to any-
one who seeks access. Thus, the benefits are dis-
persed in a way that makes accounting for them
nearly impossible.

The goal of federally funded research is not
profitability, but a means of achieving social ob-
jectives, whether they be health, national secu-
rity, or the enhancement of knowledge and edu-
cation. The Federal research infrastructure is
designed to provide a stable environment for these
goals, despite a changing political environment.
This creates an R&D management environment
very different from industry, where reorganiza-
tion is more easily achieved.

In addition, Federal research programs must be
responsive to many more groups than industrial
research efforts, and this affects the manner by
which the research agenda is shaped. The proc-
ess of obtaining funds from the taxpayer for mis-
sion research is complex and quite unlike the R&D
decisionmaking apparatus found in industry. The
budget process is the first of many hurdles, fol-
lowed by levels of decisionmaking at the agency
level, institute or directorate level, program level,
and advisory board level. On occasion, Congress
has attempted to influence the administration and
execution of research programs by using mecha-

nisms such as appropriations riders. Thus, research
funding decisions in the Federal Government are
subject to levels of review and requirements for
accountability unheard of in industry.

To understand the limited utility of quantita-
tive methods for measuring return on Federal
R&D, it is important to recognize the complex-
ity of the processes leading to the actual invest-
ment decisions. Attempts at evaluating research
decisionmaking should be analyzed in the context
of the scale and structure of scientific activity in
the United States. It is estimated that the Federal
Government will be responsible for 49 percent of
national R&D expenditures in 1986, up from 46
percent in 1 9 8 2 .1 The structure of support is
pluralistic and decentralized, with 10 agencies re-
sponsible for R&D functions. The budgets of each
agency differ enormously, as depicted in table 11.
Methods for project  selection and program evalu-
ation also differ between agencies, reflecting the
decentralized and pluralistic nature of the system.
These differences are attributable to the age of the
agency, the size of the budget, the levels of basic
and applied research, agency mission, and the
management “traditions” institutionalized over
time. In all cases, decisions are made incrementally.

To understand how quantitative methods can
be used in Federal decisionmaking, we have to
look at the types of decisions that must be made
and how these decisions are being made now. Pol-
icymakers must establish priorities among all gov-
ernment programs, among the various scientific
disciplines, and among projects within a dis-
cipline. These priorities are then applied to deci-
sions about research budgets, project selection and
termination, and program evaluation. We will
look at how these decisions are now made and
evaluate the potential for using quantitative meth-
ods to assist in the process.

‘FJat]ona]  Science Foundation, Divlslon  ot Science Resources
Studies, Sc]ence and Technology DJta BOOA (P\’ashlngton  DC. NSF,
1Q86),

61
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Table 11.- Federal Obligations for Research and Development by Character of Work and R&D Plant:
Fiscal Years 1984=85 (thousands of dollars)

Research

Total R&D and Applied
Fiscal year and agency R&D plant Total R&D Basic research research Development R&D plant
. - -       
Fiscal year 1984 (estimated):
Total, all agencies . .
Department of Agriculture. . . . : : :
D e p a r t m e n t  o f  C o m m e r c e
D e p a r t m e n t  o f  D e f e n s e .
Department of Energy a .
Department of Health and ‘Human Servicesb :
Department of the Interior . . . .
Department of Transportation . . . . . . . .
National Aeronautics and Space Administration
N a t i o n a l  S c i e n c e  F o u n d a t i o n .  .  .  .
V e t e r a n s  A d m i n i s t r a t i o n
Other agencies . . . . . . . . . . . . . . . . . . . . : : :: : : :::: : : ::

Fiscal year 1985 (estimated):
Total, all agencies. . . . . ... . ... . . . . ...
D e p a r t m e n t  o f  A g r i c u l t u r e .  . ,  .  .
Department of Commerce . .
Department of Defense .
D e p a r t m e n t  o f  E n e r g ya  . :
Department of Health and Human Servicesb : :
Department of the Interior ., ., .,
Department of Transportation
National Aeronautics and Space Administration
N a t i o n a l  S c i e n c e  F o u n d a t i o n
Veterans Administration .,
O t h e r  S e r v i c e s

46,554,924
925,364
367,252

27,987,145
5,770,604
4,921,924

427,558
538,429

3,044,400
1,247,580

228,100
1,096,568

54,072,393
926,711
282,357

34,510,984
6,146,700
4,967,872

369,209
505,704

3,499,400
1,426,567

207,600
1,229,289

44,835,777
871,942
360,021

27,540,045
4,825,576
4,864,292

421,825
515,929

2,888,900
1,238,480

220,900
1,087,867

52,253,607
898,941
270,559

34,142,084
4,962,272
4,953,972

368,989
495,204

3,339,400
1,414,017

194,500
1,213,669

6,981,031
386,442

20,522
816,590
841,671

2,793,052
124,667

600
689,133

1,172,466
15,200

120,688

7,637,587
419,727

18,416
913,195
944,517

2,925,916
102,762

400
826,721

1,335,809
15,000

135,124

8,127,270
455,594
272,644

2,168,184
1,231,733
1,705,911

276,330
81,990

1,012,031
66,014

189,700
667,139

8,396,633
449,981
201,187

2,408,204
1,268,964
1,679,147

248,556
79,630

1,088,063
78,208

160,000
736,693

29,727,478
29,906
66,855

24,555,271
2,752,172

365,329
20,828

433,339
1,187,738

16,000
300,040

36,21 ‘3,387
29,233
50,956

30,822.685
2,748,791

348, ! 09
17, [ 71

415,174
1 ,424,(16

19,500
341,852

1,719,145
53,422

7,231
447,1 co
945,028

57,632
5,731

22,500
155,500

9,100
7,200
8.701

1,818,786
27,770
11,798

368,900
1,184,428

13,900
220

10,500
160,000

12,550
. 13,100

15.620
aData ~flo~n for f~gc~  yaar~ 1956.73 ~tj fl~caj  years 1974-76 represent obligations of the Atomic Energy COMmlsSlOn  (A EC) and the Energy Research and Development

Administration, respectwely.
bData  shown for fl~al  years Igs5-78  represent obligations of the Department of Health, Education, and Welfare.

SOURCE: National Science Foundation.

THE R&D BUDGETARY PROCESS
The process of budgeting is a process of com-

promising among competing values over how
funds should be expended. Since funding is essen-
tial for any public policy, the budget process deals
directly with how values are allocated in a politi-
cal system. ” It is a political process. z

Most descriptions of the Federal budget proc-
ess include schematic diagrams (see figures 3 and
4) that show the timetable for executive and legis-
lative action. These outlines usually highlight the
deadlines for agency budget estimates and the pas-
sage of resolutions. The truly significant charac-
teristics of the budgetary process, however, are
obscured by the arrows and dotted lines. The
process is too complex to be characterized solely

by a list of important dates. Outlines and dia-
grams do not explain how Congress, the Congres-
sional Budget Office (CBO), the President, the Of-
fice of Management and Budget (OMB), and the
executive agencies formulate recommendations for
appropriations and budget outlays. No drawing
can adequately represent the influence of the in-
cremental method—the major method for calcu-
lating budgets at the Federal level.3

Incrementalism informs all aspects of decision-
making in normal budget years. Last year’s budget
is the single most important factor in determin-
ing this year’s budget, which is the single most
important factor in determining this year’s author-

‘VVil]iam  L .  M o r r o w ,  Pubfjc  Admjrrlstratlon: Po]ltlcs, Pojlcv
and the Politica/  System (New York: Random House, 1980),  p. 309.

‘Aaron Wildavsky,  The Po/itIcs oi the Budgetarv  Process ( Bos-
ton, MA: Little, Brown & Co,, 1984), p 13

.
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Figure 3.— Formulation of the Pesident’s Budget

The President
Approximate

timing

Budget policy develo

March
(or earner in

some agencies)

1

April
May

May

June

December
January
February

} 4

aln cooperation with  the Treasury Department and the Council of Economtc Advmers.

SOURCE Willlam L Morrow, Public A~rrrlrrfsfratfon” PoIItIcs, ~olIcY  and fhO F’olltlcd  system (New York Random House. 1980), PD 27.28



64

Figure 4.—The Congressional Budget Process
m

June

July

1

Budget committees prepare second concurrent
resolution and reportAugust

Fiscal year begins

SOURCE; Willtam L. Morrow, PuLWc  Adrrrmstraoorr.  ~olltics,  ~oltcy  and the ~olfticd  System (New York: Random House, 1980), pp 40, 43

October 1: Fiscal year begins [sec. 501] ?

31: Joint Economic Committee reports analysis of current
services budget to budget committees [sec. 605(b)] +

Approximately last week of month: President submits
budget (15 days after Congress convenes) [sec. 601]January

March

April

May

SOURCE: House Budget Committee Section numbers are from the Congressional Budget and Impoundment Control Act of 1974
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The number of actors involved in the setting
of an agency budget is enormous. The three tracks
of the budgetary process—authorization, appro-
priation, and reconciliation-each focus on differ-
ent dimensions of the agency budget, and each
yields its own version. Disparity may occur be-
tween the three versions within one Chamber of
Congress, as well as between the House and Sen-
ate versions. Throughout the congressional bud-
get process, industrial research organizations, sci-
entists, and scientific and professional societies,
whose members benefit from research funds, lob-
by Congress to support increased funding for
those programs.

PROJECT SELECTION

Once an agency receives its budget, project
selection procedures and styles differ between
agencies. In National Science Foundation (NSF)
and National Institutes of Health (NIH) investi-
gator-initiated basic research grant programs, the
ideas for new projects come largely from the sci-
entific community through the grant application
process, consensus conferences, and workshops.
The National Science Board and the study sec-
tions of NSF, along with the Advisory Councils
of the 11 National Institutes of Health, provide
additional overall guidance on agency and pro-
gram direction. There is a high degree of confi-
dence in the peer review process at these agen-
cies and in the scientific community. Questions
about the perils of peer review persist but there
have been no proposals for change convincing
enough to overhaul the system. Until a reliable
replacement is found, qualitative, judgmental ap-
proaches will dominate in the selection of basic
research approaches.

This qualitative approach to project selection
has been standard in many agencies since Vanne-
var Bush recommended it in his 1945 report, The
Endless Frontier. 7 The first R&D agency to truly
implement the concept of peer review as the meth-
od for investing in basic research was the Office

“Vannevar Bush, Science–The Endless Frontier a report to the
President on a Program ior  Postwar Sclentlhc  Research (Washing-
ton, DC: National Sc]ence Foundation, 19801 (reprinted from Ot-
fice of Sc]entlflc Research and Development, 1~4.s).

The Federal budget process, while susceptible
to confusion and manipulation, is a legitimate at-
tempt to foster some kind of consensus between
legislative and administrative budget actors and
between competing national policies. In addition,
the budget process has become a multi-purpose
vehicle for political and policy statements that are
not necessarily related to the agency’s mission
directly. The process is a cobweb of interaction
rather than a linear progression from investment
to output.

of Naval Research (ONR), a research agency of
the Department of Defense (DOD). ONR uses a
peer review process that relies on both in-house
and external review, The old ONR model of sep-
arating the mission of basic science from the prac-
tical mission of the agency provided the model
for peer review at NSF.

In comparison, mission-oriented programs in
agencies such as DOD, the Department of Energy
(DOE), the National Aeronautics and Space Ad-
ministration (NASA), the U.S. Department of
Agricultural, EPA, and agencies with a relatively
smaller R&D function, such as the Department
of the Interior, the Department of Commerce, the
Nuclear Regulatory Commission (NRC), and the
Veterans Administration, contract for applied re-
search in support of their technology development
or industry support activities, They tend to re-
ceive ideas for new projects from a wide variety
of sources: industry, Congress, their own program
staffs, the national laboratories, and the scientific
community. Regardless of the source of a new
idea, agency staff will usually conduct a feasibil-
ity study to determine whether the new concept
is likely to meet cost, performance, and user-
acceptability criteria. If the results of the study
are promising, the program manager will propose
the project as a line item in the new fiscal year
budget. The administrative officer in charge of the
program area (often an assistant secretary), the
head of the agency, the examiners at OMB, and
(if it represents a sizable fraction of the program
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izations and appropriations. Many items in the
budget are simply reenacted every year unless
there is a special reason to challenge them. In addi-
tion, long-range commitments have often been
made and the current year’s share for previous
commitments must be taken out of the total and
included as part of the annual budget.4 These com-
mitments preclude comprehensive assessments of
any agency’s budget. Thus, actors in the budget
process are concerned with relatively small incre-
ments to an existing base. Their attention is fo-
cused on a small number of often politically con-
troversial items over which the budget battle is
fought. Understanding the nature of these battles
is crucial to comprehending the entire process.

The inherently incremental nature of the bud-
getary process precludes in-depth, systematic re-
views of programs and agencies. In the past 20
years, two major attempts have been made to in-
fuse some “rationality” into the process, to
“change the rules of the game. ” In 1965, Presi-
dent Johnson announced the implementation of
the Planning, Programming, and Budgeting Sys-
tem  (PPB) at the Federal level. PPB provided deci-
sionmakers with data from systems analysis, cost-
benefit analysis, program budgeting, and cost-
effectiveness studies to support decisions about
alternative courses of action. However, all of the
data generated did not enable policymakers to
establish priorities in a more systematic fashion;
the program failed to account for the political na-
ture of the budgeting process:

PPB . . . could determine, within a reasonable
margin of error, what the results would be if
money was spent for x instead of y. It could also
project how much of x and how much of y could
be purchased or developed for a specified amount
of money. What it could not do was to determine
whether it was best to allocate funds for either
program x or y.5

PPB failed because it set out to tackle an impos-
sible task: the goal of its supporters was to “ob-
jectively determine what is inherently ideal, ra-
tional, and moral in public policy.’”

‘Ib]d.
Nlorrow,  op. cit., p. 3 0 9

“lbId., p. 310.

In 1974, Congress enacted the Congressional
Budget and Impoundment Act of 1974 (Public
Law 93-344) to provide more focus on the “big
picture” of the Federal budget. The two standing
budget committee and CBO determine the appro-
priate levels of revenues and public debt for each
fiscal year and the subsequent level of total bud-
get outlays and authority. This attempt at bud-
get reconciliation has not affected the incremental
nature of preparing separate agency budgets or
appropriations bills.

President Carter offered another plan to free
the budgetary process from the constraints of in-
crementalism. He introduced the concept of zero-
based budgeting (ZBB). Although its application
is a complicated process, its basic purposes and
procedures are relatively simple to comprehend.
Agencies are directed to bracket their programs
into “decision units. ” Each of these units is as-
signed a priority status— i.e., the degree to which
it is essential to each agency’s operations. A min-
imum expenditure base is supposed to be estab-
lished by the agencies to represent “essential” pro-
gram obligations that, therefore, are safe from
budget cuts. Theoretically, this is the zero base,
with all unnecessary expenditures eliminated. In
practice, the base was often much higher than
zero. Agencies had a vested interest in protect-
ing certain programs. By increasing the level of
the base, the agencies effectively decreased ZBBs
effectiveness in evaluating programs. This new,
arbitrarily established base only served to increase
the budget officials’ dependence on the incre-
mental method. Less than 2 years after it was in-
troduced, ZBB was abandoned by all Federal
agencies, with the exception of the Environmental
Protection Agency (EPA), which still employs this
method today.

Incrementalism in the budgetary process is only
one difficulty encountered in attempting system-
atic review of research agency programs. Com-
prehensive review of Federal R&D efforts is fur-
ther complicated by the fact that the Federal
Government does not have a separate R&D bud-
get. Federal funding for R&D is the sum of those
program requests submitted by individual agen-
cies to OMB, subsequently by the President to
Congress, and approved, rejected, or altered dur-
ing the budget review and appropriation process.
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budget) the staffs of the authorizing and appropri-
ating committees in Congress will review the pro-
posal. The project selection process is complete
only after a project has been formally included
in a congressionally approved budget.

Within DOD, the Defense Advanced Research
Projects Agency (DARPA) uses no formal system
of peer review for project selection, but relies on
the management of contractors by DARPA pro-
gram managers. Occasionally, the Defense Science
Board examines an area of research supported by
DARPA in order to make recommendations for
future action.8

DOE supports R&D carried out through its own
laboratories and by contracting with universities
and industry. Research is evaluated for funding
through the use of peer review, programmatic
technical review, and programmatic management
review.

NASA relies heavily on internal and external
advisory committees for planning future missions,
assigning priorities among them, and selecting spe-
cific experiments. The NASA Office of Aeronau-
tics and Space Technology research programs se-
lect projects by collaborative-review by a network
of both researchers and users of research results. 9

Whether project selection is conducted by peers
or agency management, the traditional criteria for
selection are based on qualitative judgments. Like
industry, government seldom uses quantitative
project selection models. A 1974 review of the use
of quantitative methods for project selection in
government agencies revealed that they were used
very little except in a few decisions involving large
development projects. Recent surveys reveal no
evidence that the patterns and extent of use of
quantitative techniques to evaluate proposed re-
search in the Federal Government are undergo-
ing any significant change. *O Recent DOE surveys
reached similar conclusions. 11

J. David Roessner’s12 limited study of the use
of R&D project selection models in DOE offers
insight into the different ways models can be used
in Federal agencies and reveals some of their limi-
tations. He reports that the most extensive use of
such models took place in DOE’s energy conser-
vation programs. Program managers at the En-
ergy Research and Development Administration
and later at DOE were under unusual pressure to
justify public expenditures for energy conserva-
tion. At the same time, the conservation program
was confronted with mountains of proposals that
had to be screened and acted on in some system-
atic, defensible fashion. The models helped screen
projects and select those most likely to pay off.
They were also used to justify the program to
Congress, where models received considerable at-
tention. Congress cared less about the project-by-
Project scores than about the aggregate benefit .
scores achieved by all projects funded by a pro-
gram. Quantitative estimates of oil displacement
and energy savings generated by the models proved
extremely useful in defending expenditures for R&D
programs. One successful model compared cost-
benefit ratios at the program level based on oil sav-
ings with and without Federal expenditures. These
models evolved gradually and were applied over
several years to project screening and budget deci-
sions. DOE usually used the models with applied
research programs, in which the links to commer-
cial applications were apparent. 13

The Department of Energy’s use of cost-benefit
analysis for its conservation program is not rep-
resentative, The connection between technical
improvements and economic benefits in energy
equipment is much more straightforward than for
other technological advances, making a predic-
tive model somewhat useful. Also, economic ben-
efits were the primary goal of the program. Such
conditions are rare in Federal research programs,
and it is instructive that even DOE has limited
its use to a few applied research programs.

‘J.M. Logsdon and C.B. Rubin, Federal Research Evacuation
Activities (Cambridge, MA: Abt  Associates, 1985), p. 14.

‘Ibid., p. 17.
‘“H. Lambnght  and H. Sterling, A/ationaf Laboratories and Re-

search Evaluation (Cambridge, MA: Abt Associates, 1985).
“K. G. Feller, A Review of Methods for  Evacuating R&D (L1ver-

more, CA. Lawrence Llvermore Laboratory, 1980); and J. David
Roessner, R&D Propxt  Selectlon Models In the U.S. Department
of Energy (Atlanta, GA: Georgia Institute of Technology, 1981),

‘ : Roessner, op. cit.
‘Ibid., pp. IV-1, 2; V-2.
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RESEARCH PROGRAM EVALUATION
Quantitative methods are only occasionally

used in evaluating the productivity and relevance
of existing programs. A number of agencies are
experimenting with quantitative techniques, but
few have adopted them for use in systematic
evaluation of research programs. Several recent
surveys of research managers in the agencies and
national laboratories found little evidence of
quantitative techniques in research evaluation.

NIH is the only agency consistently using quan-
titative evaluation methods for accountability and
program planning. Its bibliometrics analysis ef-
fort is described in chapter 3. The Alcohol, Drug
Abuse, and Mental Health Administration is plan-
ning to use bibliometric approaches in evaluat-
ing research programs in the future. For other
agencies and other techniques, we find a history
of disappointment.

The National Bureau of Standards (NBS), for
example, made an abortive attempt to measure
the economic impact of individual projects in the
Semiconductor Technology Program. NBS asked
firms that subscribed to a program publication to
estimate the benefits of each project to the firm
and the costs of implementing technical informat-
ion received from NBS. Agency analysts then
compared the social costs with the estimated so-
cial benefits. They also used a production func-
tion to measure the productivity of the entire pro-
gram. The objective was to estimate the changes
in a firm’s productivity attributable to changes in
the stock of R&D capital generated by NBS. NBS
staff reports that these studies were discontinued
because of serious theoretical and methodologi-
cal problems. 14 NASA’s macroeconomic and ma-
croeconomic approaches to measuring the effects
of its R&D programs (see ch. 2) also met with seri-
ous criticism, and NASA discontinued its efforts. 15

The Department of Energy employed an elab-
orate, quantitative evaluation scheme based on

peer review to evaluate its Basic Energy Science
Program in the early 1980s. Forty small review
panels used a formal rating sheet to evaluate 129
randomly selected projects on publications pro
duced, personnel achievements, and project sum
mary descriptions. Panel members rated projects
for researcher quality, scientific merit, scientific
approach, and productivity. The evaluators com-
pared the results with the scores of comparably
funded, nonlaboratory projects also rated by the
panels. DOE has not applied this expensive and
time-consuming evaluation method to other pro-
grams, but the ONR has adopted some aspects
of the technique.l6

In 1982, a National Academy of Sciences panel
conducted a study for NSF of approaches to eval-
uating basic research. They concluded that, be-
yond peer review, “any additional evaluation pro-
cedures should be introduced only if they clearly
enhance rather than constrict the environment in
which the research proceeds, and that formal tech-
niques cannot usefully replace informed techni-
cal judgment. ”17 A 1984 survey of 41 research
managers in 11 Federal agencies found that non-
quantitative methods dominated evaluation:

Some form of peer review was used by almost
every Federal agency, both for selecting individ-
ual or team research projects and for exercising
managerial control over them. Peer review is also
the major way that agencies build a case to dem-
onstrate the value of research they support. 18

No Federal agency “has in place a research evalu-
ation system which appears to move substantially
beyond the organized use of “informed technical
judgment .“19

A review of national laboratory evaluation
techniques uncovers a similar picture. 20 Most
evaluations of laboratory research are relatively
unstructured and do not assume major importance
among laboratory activities. 21 The complexity of

“Logsdon and Rubm, op. cit., p, 34.
“Ibid., p. 15; and Henry R. Hertzfeld,  “!vleasurlng  the Eco-

nomic [mpact of Federal Research and Development Investments
]n C]v~lIan Space Act]v]t]es,  ” paper presented to the National  Acad-
emy of Science Workshop on “the Federal Roie In Research and De-
velopment, ” Nov. 21-22, 1985, pp. 9-12 and 16-21,

‘OLogsdon and Rubin, op. cit., pp. 26-28: and Lambrlght  anc
Stirling, op. cit., p. 28.

‘Logsdon and Rubin, op. cit., p, 38,
‘Ulb]d., p. 25.
‘Ibid., p. 38.
‘“Lambrlght  and Stirling, op. c]t,
2) Ibid.
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lab roles, which include research performance,
research management, and entrepreneurship, pre-
cludes most formal, quantitative evaluation tech-
niques. 2 2  s o m e  l a b o r a t o r i e s  o c c a s i o n a l l y  u s e  s t r u c -

tured peer review and bibliometric techniques,
often performed by outside contractors, but lab
managers view these as “supplements to the less
structured evaluations, rather than substitutions. ”23

Although economic models for R&D perform-
ance came into use in the 1950s, government re-
search managers have not adopted them for pro-
gram evaluation. This reflects the nature of
research manager concerns as well as the accuracy
of the models. Research managers are responsi-
ble primarily for the quality of research in their
programs, and economic payoff does not neces-
sarily reflect the quality of research. A break-

‘Ibid., p. 9.
‘Ibid., p. 10. .

through in basic or applied government research
does not guarantee an economic benefit. No eco-
nomic effect will occur unless a private company
decides to incorporate the breakthrough in a prod-
uct, and the success of that product depends on
such factors as the availability of capital, effec-
tive product development, consumer interest,
marketing skill, tax and regulatory environment,
and competition. Research managers have no say
in these other factors and no control over the com-
mercial uses of the research they manage. They
therefore limit their attention to what they can
control—the quality of research.

Bibliometric methods offer a quantitative meas-
ure of research quality, but one not reliable
enough to serve as the sole basis of research evalu-
ation. These methods are, however, a useful sup-
plement to informed technical judgment and the
peer review process.

FORECASTING AND STRATEGIC PLANNING

The extent of agency use of strategic planning
to identify promising future directions for civil-
ian research is not known. DOE’s Energy Research
Advisory Board, NSF’s National Science Board,
and NIH’s scientific advisory councils provide
guidance that might pass for strategic planning.
The NRC and its constituent bodies,—the Na-
tional Academy of Sciences, the National Acad-
emy of Engineering, and the Institute of Medi-
cine—carry out numerous reviews of research
programs and research fields for the executive and
legislative branches. The most comprehensive of
these are the Research Briefings and Five Year
Outlooks prepared by the Committee on Science,
Engineering and Public Policy. Since all NRC
reports are prepared by committees of scientists,
they represent, to some degree, the informed,
consensus-based peer judgments of the scientific
community on the state of the research enterprise.
None of these, however, can be said to consti-
tute true strategic planning or forecasting. For ex-
amples of more systematic forecasting and plan-
ning activities related to science and technology,
one can look to Japan.

Planning for Innovation in Japan

The Japanese Science and Technology Agency
(STA), established by the Japanese Government
in 1956, has relied on strategic planning for its
success in identifying technological innovations.
In 1969, STA’s responsibilities expanded to in-
clude funding research as well as coordinating re-
search activities among the various government
ministries and agencies. In addition, STA began
to make technological forecasts. After the results
of the first study were obtained, the agency real-
ized these forecasts would be vital to the creation
of rational, long-term research policies and made
them a regular part of its operating procedures.

The forecast effort begins by identifying eco-
nomic and social needs. Forecasters then survey

research areas to identify potential scientific and
technological developments that can meet these
needs. They then establish priorities for various
R&D plans. Each forecast is presented in two
ways: one that is “exploratoy or predicative, re-
lating to individuals’ expectations of change given
their accumulated knowledge and experience: and
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another that is normative— that involves setting
an objective and a time-scale within which it is
to be achieved. ”24 The forecast is based on a sur-
vey of over 2,000 people from government, acade-
mia, and industry with a broad knowledge of sev-
eral scientific and technological research areas,
who not only answer questions but who also com-
ment on their colleagues remarks.

Industrialists, academics, and government offi-
cials have cited four benefits from the survey
process:

1.

2.

3.

4.

The studies provide a mechanism to ensure
that researchers in all sectors, along with pol-
icymakers in government and industry, are
periodically forced to think systematically
about the long-term future.
The forecasts yield a general summary of
what is happening, or likely to happen,
across the entire range of R&D activities.
They therefore permit more “holistic” vision-
making, enabling the potential longer term
cross-impacts of developments in ons re-
search field on another to be identified at an
early stage.
By surveying comprehensively the intentions
and visions (and thus indirectly the current
strategic R&D activity) of the industrial re-
search community, the surveys provide a
useful mechanism for synthesizing major re-
search trends across science-based sectors.
. . . It is the existence of such surveys that
is in part responsible for the strong agree-
ment among Japanese firms as to what are
likely to be the critical future developments
in their sector.
The STA forecasts provide a useful mecha-
nism for helping government establish na-
tional priorities in allocating resources. Re-
quirements for infrastructural support can
be identified from the “bottom-up” by indus-
try, rather than being imposed by state plan-
ners who may not always be in touch with
industrial problems. Although such forecasts
do not, in themselves, lead directly to pol-
icy decisions, the systematic information
which they generate helps narrow down the

“John Irvine and Benjamm R. Martin, Foresight m Science:
PicA]ng  the Winners (London: Frances Pinter,  1984), p, 108.

range of different views that can be held on
a particular R&D related issue, bringing
eventual consensus that much closer. 25

In addition to the STA, the Ministry of interna-
tional Trade and Industry (MITI) and the Agency
for Industrial Science and Technology (AIST) are
responsible for providing funding and long-term
guidance for applied research and development.
Each MITI division, representing a major indus-
trial sector, establishes a long-term plan, which
is revised every 3 to 5 years. Officials from both
the ministry and the agency try to incorporate
these plans into MITI’s vision of the future of Jap-
anese industry. This vision serves as the basis for
MITI and AIST’s long-term R&D plan, which is
also revised every 3 to 5 years. This plan enables
the ministry to spot research trends early and to
predict how new technologies might develop.
These predictions, in turn, form the basis for an
R&D policy that concentrates on initiating re-

search programs in areas of strategic importance.
Like STA’s forecasts, MITI’s visions are based on
suggestions that come from the bottom up. Irvine
and Martin stress that the myth of “Japan, Inc. ”
has arisen because foreign commentators have
often overlooked this point:

The process involved here is not one of central-
ized “top down” planning by MITI, which then
imposes its objectives on industry and others (who
do not question them), Instead, most influence
tends to flow in precisely the opposite direction,
with MITI’s role largely confined to “tapping into”
the views and firms where consensus lies. Only
as a last resort are priorities imposed—for examp-
le, to give one industrial sector’s agreed program
precedence over another’s.26

Before the government introduces a new policy
members of an informal working group, which
represents a major trade association, meet to dis-
cuss common long-range goals. These member:
are employees of firms that continuously moni-
tor R&D developments throughout the world
They also have access to the company’s interna
forecasts of technological innovations. The in
formed comments of these members are used by
consulting groups when they design surveys of in

“lb[d., pp. 110-111.
‘eIbid., p. 118.
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dividual industrial sectors .27 The working groups’
suggestions and the sectorwide surveys provide
an essential link between STA’s and MITI’s mac-
roforecasts and firms’ internal forecasts for spe-
cific products .28 According to Martin and Irvine:

From the point of view of industry, the sector
forecasts, because they are much more specific
than the macroforecasts, are much more valuable
for planning corporate R&D strategy. Equally, the
sector studies, based as they are on a synthesis
of industrial views, constitute a key input into dis-
cussions within MITI and STA.29

MITI’s role is to construct the broad framework
within which a consensus on long-range R&D
goals can be established; to catalyze the forma-
tion of consensus by sorting and publicizing the
results within the relevant sectors; and to try to
build a consensus among the various industrial
sectors as to long-term R&D priorities.

Several lessons can be learned from MITI’s con-
sensus-generating approach to strategic research
forecasting. First, forecasts that successfully iden-
tify research areas of long-term strategic impor-
tance are based on up-to-date background infor-
mation on research trends gathered from industry,
academic, and government reports from around
the world. Second, the forecasts incorporate
“technology-push” and “market-pull” perspectives
because scientific and technological advances must
be coupled with changing market demands for
technological innovations to be successful. Third,
there are a number of advantages that can be
gained from adopting a bottom-up approach to
forecasting rather than a centralized, “top-down”
approach.

Apart from being dependent on a narrow range
of information inputs, “top-down” forecasts and
the resultant research policies are more likely to
antagonize not only the basic science community
(which may feel that it has been inadequately con-
sulted in the forecast process), but also industry
(which naturally tends to feel that it is in the best
position to judge the commercial prospects for
strategic research). ’o

The last and perhaps most important lesson to
be gained from the STA and MITI forecasts is that
the process of generating the forecasts is much
more important than the product—the specific re-
sults they yield. The process unites people from
different groups and different professions within
those groups and provides a framework within
which they can “communicate directly or indi-
rectly (through a Delphi-style forecast) with each
other. “31 Policymakers, professional forecasters,
scientific analysts, and academic and industrial
researchers are periodically forced to think about
long-term R&D activities by the process. This ena-
bles them to coordinate research plans and to form
a consensus on priorities for future strategic re-
search. Furthermore, the process generates a feel-
ing of commitment to the outcomes of the fore-
casting studies. Thus, the predictions become
self-fulfilling prophecies. The Japanese contend
that these five C’s—communication, concentra-
tion on the future, coordination, creation of con-
sensus, and commitment—have benefited their
strategic planning efforts tremendously. Until
now, these benefits have outweighed such dis-
advantages as forecasts’ tendency to encourage
conservativism and breed excessive competition.
Martin and Irvine warn that this balance might
be upset in the future “as the Japanese place in-
creasing emphasis on more basic research (where
creativity and unconventional approaches are
clearly at a premium ).”32

While other students of Japan warn against
placing too much faith in the apparent tidiness
and completeness of the framework building proc-
ess, the importance of wide participation in goal-
setting is apparent.

The centrally coordinated Japanese R&D sys-
tem has served Japan well in applying basic re-
search findings. Yet, pluralism in the U.S. R&D
system encompasses several attributes. In testi-
mony before the Task Force on Science Policy,
Rodney Nichols of Rockefeller University states
that the pluralism of the system “hedges against

“Ib id , ,  p  301
‘ @  Ib]d,,  P 129
‘ I b i d . ,  p, 128
‘Ibid., p. 143

——
‘lbId.,  p. 144,

“Ibid.
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fluctuations in the fashions and policies influenc-
ing any lines of R&D support. ”33

A full-blown pluralistic system depends upon
a high level of sustained R&D. It runs the risks
of some redundancy when sponsors overlap their
support—surely at the research end of the spec-
trum, where there are many, small projects under-
way through many sponsors. By doing so, it gains
the long-run advantages of giving all missions a
window on research.

Pluralism also protects against the inherent
frailty, even occasional ignorance, of decisions
by research managers. It aims, in principle, to
strengthen the broad swath of R&D by being
aware of how unpredictable are the origins of
great ideas: and how unpredictable are the con-
sequences of results that first seem mere curiosi-
ties. Thus, some funds go to all good ideas in or-
der to ensure that the few seen later to be the best
have had a chance.34

“Rodney W. Nichols, testimony presented before the U.S.
House of Representatives, Committee on Science and Technology,
Task Force on Science Policy, Oct. 23, 1985. “Ibid, pp. 10-11.

0

. ,


	Front Matter
	Foreword
	Workshop Participants
	Reviewers and Other Contributors
	Project Staff

	Table of Contents
	Chapters
	1:Executive Summary:Overview and Findings
	2:Measuring the Economic Return:Progress and Problems
	3:Noneconomic Quantitative Measures:The "Output" of Science
	4:Research Decisionmaking in Industry:The LImits to Quantitative Methods
	5:Government Decisionmaking


