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Foreword

Education is a primary concern for our country, and testing is a primary tool of education.
No other country tests its school children with the frequency and seriousness that characterizes
the United States. Once the province of classroom teachers, testing has also become an
instrument of State and Federal policy. Over the past decade in particular, the desire of the
Congress and State Legislatures to improve education and evaluate programs has substantiality
intensified the amount and importance of testing.

Because of these developments and in light of current research on thinking and learning,
Congress asked OTA to provide a comprehensive report on educational testing, with emphasis
on new approaches. Changing technology and new understanding of  think ing and learning
offer avenues for testing in different ways. These new approaches are attractive, but inevitably
carry some drawbacks.

Too often, testing is treated narrowly, rather than as a flexible tool to obtain information
about important questions. In this report, OTA places testing in its historical and policy
context, examines the reasons for testing and the ways it is done, and identifies particular ways
Federal policy affects the picture, The report also explores new approaches to testing that
derive from modem technology and cognitive research.

The advisory panel, workshop participants, reviewers, and other contributors to this study
were instrumental in defining the key issues and providing a range of perspectives on them.
OTA thanks them for their commitment of energy and sense of purpose. Their participation
does not necessarily represent endorsement of the contents of this report, for which OTA bears
sole responsibility.

u JOHN H. GIBBONS

,.,///
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CHAPTER 1

Summary and Policy Options

The American educational system is unique.
Among the first in the world to establish a commit-
ment to public elementary and secondary schooling
for all children, it has achieved an extraordinary
record: enrollment rates of school-age children in the
United States are among the highest in the world,
and over 80 percent finish high school in some form
between the ages of 18 and 24.1 This tradition of
education for the masses was nurtured in a system
that, by all outward appearances, is complex and
fragmented: 40 million children enrolled in some
83,000 schools scattered across some 15,000 school
districts. Pluralism, diversity, and local control—
hallmarks of American democracy-distinguish the
American educational experiment from others in the
world.

Student testing has always played a pivotal role in
this experiment. Every day millions of school
children take tests. Most are devised by teachers to
see how well their pupils are learning and to signal
to pupils what they should be studying. Surprise
quizzes, take-home written assignments, oral pre-
sentations, pretests, retests, and end-of-year compre-
hens ive  examinations are all in the teacher’s tool-
box.

It is another category of test, however-originating
outside the classroom, usually with standardized
rules for scoring and administration-that has gar-
nered the most attention, discussion, and contro-
versy. From the earliest days of the public school
movement, American educators, parents, policy-
makers, and taxpayers have turned to these tests as
multipurpose tools: yardstick of individual progress
in classrooms, agent of school reform, falter of

educational opportunity, and barometer of the na-
tional educational condition.

Commonly referred to as “standardized tests,”2

these instruments usually serve management func-
tions; they are intended to inform decisions made by
people other than the classroom teacher. They are
used to monitor the achievement of children in
school systems and guide decisions, such as stu-
dents’ eligibility for special resources or their
qualification for admission to special school pro-
grams. Children’s scores on such tests are often
aggregated to describe the performance of class-
rooms, schools, districts, or States. With technologi-
cal advances, these tests have become more reliable
and more precise, and their popularity has grown.
Today they are a fixture in American schools, as
common as books and classrooms; standardized test
results have become a major force in shaping public
attitudes about the quality of American schools and
the capabilities of American students.

Testing at a Crossroads
Tests designed and administered outside the

classroom are given less frequently than teacher-
made tests, but they are thoroughly entrenched in the
American school scene and their use has been on the
rise. One indicator of growth is sales of commer-
cially produced standardized tests. Revenues from
sales of tests used in elementary and secondary
schools more than doubled (in constant dollars)
between 1960 and 1989 (see figure l-l), a period
during which student enrollments grew by only 15
Percents The rise in testing reflects a heightened
demand from legislators at all levels-and their
constituents-for evidence that education dollars

IFor Cwent  ~~ cornp~g primary and secondary  school enrollment rates in the United States and other countries, see U.S. D~artment  of
Educatio% National Center for Education Statistics, Digest of February 1991), p. 380; and George Madaus,
Boston College, and Thomas Kella~ St. Patricks  College, Dub@ “Student Examina tion Systems in the European Community: Lessons for the
United States, ’ OTA contractor repon June 1991. For a thorough analysis of completion and dropout data, see U.S. Department of Educatiom  National
Center for Education Statistics,  (Washington DC: September 1990). With respect to postsecondary  education, as well,
p~icipation  rates of American high school graduates are the highest in the world: close to 60 percent of persons of college-going age were enrolled in
postsecondary  institutions in 1985, compared to 30 percent in France, Ge rmany, and Japan, 21 percent in the United Kingdorq  and 55 percent in Canada.
For details see Kenneth Redd and Wayne Riddle, Congressional Research Service, “Compamtive  Education: Statistics on Education in the U.S. and
Selected Foreign Nations, ’ 88-764 EPW, NOV. 14, 1988.

?lksting terms have both technical and common meanings, and often cause confusion. Box 1-A is a glossary of words used in this report, and will
help the reader understand the precise meanings of these words.

3u.5. Dq~ent of ~umtiou  Djge$t of~duCatiOn s~~(i~(iC~,  1990, op.  Cit,, footnote 1, p. 12. me fact  tit testing  ~ew pmpofio~y  more rapidly
than the student population suggests that policymakers  may have responded to increased enrollments by attempting to institute greater administrative
efficiency in the schools. As discussed in ch. 4, this is a familiar historical trend.
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Figure 1-1--Growth in Revenues From Test Sales and
in Public School Enrollments, 1960-89

Change (percent)
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NOTE: Revenues from test sales are in constant 1982 dollars. Tests are
commercially produced standardized tests for grades K-1 2. Enroll-
ments are total students in public schools, grades K-12. Percent
change is computed over 1960 base year (not over prior year level).

SOURCE: Office of Technology Assessment, 1992. Test sales data from Filo-
mena Simora  (cd.), 7he Bowker Annua/ (New York, NY: Reed
Publishing, 1970-1 990). Enrollment data from U.S. Department
of Education, National Center for Educational Statistics, Digest
of Education Statistics, 1990( Washington, DC: February 1991),
p. 12.

are spent effectively. Holding schools and teachers
“accountable” has increasingly become synony-
mous with increased standardized testing.

State and local governments have traditionally
assumed the greatest share of elementary and
secondary education tiding, as shown in figure 1-2.
State funding began to exceed local funding as a
percentage of the total starting in the mid-1970s, and
State-mandated testing grew accordingly; 46 States
had mandated testing programs in 1990 as compared
to 29 in 1980.4 Similarly, increases in Federal
education spending during the 1960s and 1970s
spurred increases in testing as Congress sought data
to evaluate Federal programs and monitor national
educational progress. The Federal Government cur-
rently spends over $20 billion per year on ele-
mentary and secondary education in programs ad-
ministered by over a dozen Federal agencies.5

Figure 1-2-Shifts in Federal, State, and Local
Funding Patterns for Public Elementary and

Secondary Schools, Selected Years

Percentage of total revenues
60 ~

30-

20 1

1 0
Federal

1960 64 68 72 76 80 84 88
School year

SOURCE: U.S. Department of Education, National Center for Education
Statistics, Digest of Educational Statistics 1990 (Washington,
DC: February 1991).

Outcome-based measures of the effectiveness of
educational programs-generally achievement test
scores—have become key elements in the congres-
sional appropriations and authorization process.

Contradictory demands for reevaluation of testing
have been caught up in recent school reform
initiatives. On the one hand, many teachers, admin-
istrators, and others attempting to redesign curricula,
reform instruction, and improve learning feel sty-
mied by tests that do not accurately reflect new
educational goals. On the other hand, most leading
educational measurement experts emphasize that
conventional standardized tests are useful tools in
gauging the strengths, weaknesses, and progress of
American students.

Motivated in part by changing visions of class-
room learning and by frustration with tests that many
critics claim can hinder children’s progress toward
higher levels of achievement, many educators are
turning to changed methods of testing. Some of these
methods are modifications of conventional written
tests; others are bolder innovations, requiring stu-

‘@TA data on State testing practices, 1985 and 1991.
Su$s. Dep~ent of ~ucatiou  Digest Of  foo~ote  1, P, 337.
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Box 1-A—A Glossary of Testing Terminology

A test score is an estimate. It is based on sampling what the test taker knows or can do. For example, by asking
a sample of questions (drawn  from all the material that has been taught), a biology testis used to estimate how much
biology the student has learned. Tests can provide valuable information about an individual’s competence,
knowledge, skills, or behavior. Achievement tests are intended to estimate what a student knows and can do in a
specific subject as a result of schooling. Achievement tests and aptitude tests are both instruments that estimate
aspects of an individual’s developed abilities; they exist on a continuum, with the former being more closely tied
to specific curricula and school programs and the latter intended to capture knowledge acquired both in and out of
school.

Standardized tests are administered and scored under conditions uniform to all students. Although most people
associate standardized tests with the multiple-choice format, it is important to emphasize that standardization is a
generic concept that can apply to any testing format-from written essays to oral examinations to producing a
portfolio. Standardization is needed to make test scores comparable and to assure as much as possible that test takers
have equal chances to demonstrate what they know.

The word standards applied to tests has at least two different meanings. In the more general context it denotes
goals, desirable behaviors, or models to which students, teachers, or schools should aspire. Such standards describe
what optimal performance looks like and what is desirable for students to know. For example, the National Council
of Teachers of Mathematics has determined that a standard for mathematics instruction is to emphasize mathematics
as problem solving. The word standards, in its more technical  meaning
that students are expected to attain. Thus, setting a passing score for a test is equivalent to setting a standard of
performance on that test.

they are based on samples of behavior, tests are necessarily imprecise: scores can vary for reasons
unrelated to the individual’s actual achievement. Test scores can only describe what skills have been mastered, but
they cannot, alone, explain why 1earning has occurred, or prescribe ways to improve it. The fact that achievement
is affected by schools, parents, home background, and other factors constrains the inferences that can be drawn about
schools and programs. Test scores must be interpreted carefully.

Reliability refers to the consistency and generalizability of test data Will a student’s score today be close (if
not identical) to her score tomorrow? Do the questions covering a subset of skills generalize to the broader universe
of skills? If tests are scored by human judges, to what extent do different judges agree in their estimations of student
achievement? A test needs to demonstrate a high degree of reliability before it is used to make decisions, particularly
those with high stakes attached.

Validity refers to whether or not a test measures what it is supposed to measure, and whether appropriate
inferences can be drawn from test results. Validity is judged from many types of evidence, including, in the views
of some experts, the consequences of translating test-based inferences into decisions or policies that can affect indi-
viduals or institutions. An acceptable level of validity must be demonstrated before a test is used to make decisions.

There are two basic ways of interpreting student performance on tests. One is to describe a student’s test
performance as it compares to that of other students (e.g., he typed better than 90 percent of his classmates).
Norm-referenced tests are designed to make this type of comparison. The other method is to describe the skills or
performance that the student demonstrates (e.g., he typed45 words per minute without errors). Criterion-referenced
tests are designed to compare a student’s test performance to clearly defined learning tasks or skill levels.

Performance assessment refers to testing methods that require students to create an answer or product that
demonstrates their knowledge or skills. Performance assessment can take many different forms including writing
short answers, doing mathematical computations, writing an extended essay, conducting an experiment, presenting
an oral argument, or assembling a portfolio of representative work.

Constructed-response  items are one kind of performance assessment consisting of open-ended written items
on a conventional test. However, they require students to produce the solution to a question rather than to select from
an array of possible answers (as multiple-choice items do).

Computer-administered testing is a generic term covering any test that is taken by a student seated at a
computer. A special type of computer-administered testing is computer-adaptive testing, which applies the
computer’s memory and branching capabilities in order to adapt the test to the skill levels shown by the individual
test taker as the test is taken.
SOURCE: Offke  of ‘lkchnology  Assessment 1992.
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Most children in the United States take standardized achievement tests several times during elementary and secondary school,
Standardized test results have become a major force in shaping public attitudes about the quality of American schools

and the capabilities of American students.

dents to demonstrate their knowledge and skills
through methods known as ‘‘performance assess-
m e n t . Computer technologies, video, and inte-
grated multimedia systems add capabilities and
richness not usually attainable from conventional
tests, and are gaining ground in assessment as well
as instruction.

These new approaches to testing have been fueled
by some cognitive scientists who claim that complex
thinking involves processes not easily reduced to the
routinized tasks required on conventional tests. A

recent report on science education, for example,
argued that:

Rather than mastering concepts, students believe that
recognizing terms in a multiple-choice format is the
appropriate educational goal, In the long run the
impact of current modes of testing on enduring skills
and strategies for learning will be inimical to re-
form.6

In contrast, many testing professionals maintain
that school improvement efforts must be constructed
on a solid foundation of information about what

@b.shir@OIL DC: 1990), p. 44. ~OdNr Hent  Epofl
concluded that: “. . . to direct testing along a more constructive course, we must draw on richer direct evidence of knowledge and skill from information
sources beyond multiple choice tests. ’ See National Commission on ‘I&ting and Public Policy, 

 (Chestnut Hill, MA: Boston College, 1990), p. a also Walter Haney and George Madaus, ‘‘Searching for Alternatives to Standardized lksts:
Whys, Whats, and Whithers,’ vol. 
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students are learning; well-designed tests, they say,
if used and interpreted properly, can provide invalu-
able information in a reliable, consistent, and
efficient fashion. For example, standardized tests
can inform policy makers by supplying trend data on
the skill levels of American students. Recent analy-
sis of data from the Iowa Tests of Basic Skills
revealed that student performance improved be-
tween 1979 and 1985, even on test items designed to
assess certain higher order skills, contradicting
findings from other test data that improvements were
limited to mechanical tasks.7

Measurement experts contend that these standard-
ized tests are also useful to teachers, as tools to
calibrate classroom impressions of student progress;
they are viewed as one relatively efficient, albeit
inexact indicator of how a given child or school
system is progressing relative to students nation-
wide. One test author expressed a view shared by
many others in the testing community:

. . . comprehensive, survey-type standardized achieve-
ment tests have served a useful function in monitor-
ing the achievement levels of individual pupils and
the aggregate groupings of these students in terms of
classrooms, buildings, and the district. . . .8

Common Ground

To outsiders listening in on this debate, it may
appear that proponents of conventional and new
forms of assessment are adversaries locked in an
intractable stalemate. Closer inspection, however,
reveals that testing policy is not a zero-sum game in
which either existing testing or new methods win,
but an arena with multiple and mutually compatible
choices.

The trick is using the kind of test that is best
suited to providing the desired type of informa-
tion. Thus, although some activists in the debate
have carved out extreme positions, most others
agree on at least these two fundamental points:

● different forms of testing can, if used cor-
rectly, enrich our understanding of student
achievement; and

● tests of any kind should be used only to serve
the functions for which they were designed
and validated.

On this common ground it may be possible to
build genuine reform. One prominent psychologist
and long-time participant in the politics and science
of testing, commenting on what appears to be a rare
opportunity, observed that: ‘‘. . . our testing ecology
is entirely manmade; what we made we can
c h a n g e .

But history

Lessons of History

tempers the optimism. Since the birth
of mass public education in America some 150 years
ago, innovation in tests and testing has been most
attractive during periods of heightened public anxi-
ety about the state of the schools. During these
periods, however, legislators and school officials
feel the greatest pressure to act, and are most prone
to rely on existing tests as levers of policy. Thus,
researchers and policy makers involved in the pains-
taking process of curricular reform and new test
design often find themselves at odds with those who
demand quicker and more immediately noticeable
action. Hence (as described in detail in ch. 4), tests
have too often been used to serve functions for which
they were not designed or adequately validated.
Within the education policy and research commu-
nity, therefore, there is an undercurrent of concern
that new tests will, as in the past, be implemented
before they have been validated and before their
effects on learning can be understood.

For some educators the principal concern is that
new tests will raise new barriers-to women, people
of color, other minorities, and the economically
disadvantaged, On these issues, too, caution flags
are up: precisely because testing has historically
been viewed as a means to achieve educational
equity, tests themselves have always been scruti-
nized on the question of whether they do more to
alleviate or exacerbate social, economic, and educa-
tional disparities (see box l-B).

7See E]izabe~ Witt,  Myunghee Han, and  H.D. Hoover, ‘‘Recent Trends in Achievement Tests Scores: Which Students arc Improving and on What
Levels of Skill  Complexity?” paper presented at the annual meeting of the Natioml Council on Measurement in Education Bostou  MA, 1990. See also
Robe~  Linn and Stephen Dunbar, ‘ ‘The Nation’s Report Card Goes Home: Good News and Bad About Trends in Achievement, ” 
vol. 72, No. 2, October 1990, p. 132. For a thorough analysis of trends in achievement that illustrates the importance of using multiple measures of
performance, see Daniel Koretz, (Washington, DC: Congressional Budget Office, 1986).

BHerbefl Rudman, ‘ ‘The Future of Testing is Now, ’ vol. fall 1987, p. 6.
~Sheldon  ~te, professor  of psychology, H~~d (JfiveISi[Y,  personal  communicatio~ June 1991.

QL 



Box 1-B—Equity, Fairness, and Educational Testing

Steven Jay Gould’s seminal treatise on the history of intelligence testing is dedicated to”. . . the memory of
Grammy and Papa Joe, who came, struggled, and prospered, Mr. Goddard notwithstanding.”1 From his very first
pages, then, Gould telegraphs the deeply emotional chords struck by concepts of psychological measurement and
testing. As Gould explains midway through the book, Goddard had been one of a handful of prominent American
psychologists who used test data to advance racist, xenophobia, and eugenicist ideologies. Although Goddard
himself later recanted,2 in one of the more impressive turnarounds in the history of science, the atmosphere of the
1920s and 1930s gave tests “. . . the rather happy property of being a conservative social innovation. They could
be perceived as justifying the richness of the rich and the poverty of the poor; they legitimized the existing social
order.’

The historical misuse of intelligence tests and their achievement test” cousins-to bolster support for restrictive
immigration laws, to limit college admissions, and to label children as uneducable-has left an indelible stain on
the “science” of mental measurement.4 It is no wonder that testing policy arouses the passions of Americans
concerned with equal opportunity and social mobility. As in the past, those passions run in both directions: everyone
may agree that testing can be a wedge, but some see the wedge forcing open the gates of opportunity while others
see it as the doorstop keeping the gates tightly shut.

Consider, for example, the following excerpts, both from individuals deeply concerned with opportunities for
minority and disadvantaged children:

. . . minority youngsters who . . . are disproportionately among the poor, tend to be relegated to poor schools, or
tracked out of academic courses, just as young women are not encouraged to take math and science. Therefore, the
differences in the “group” scores [on the Scholastic Aptitude ‘I&t].. . represent anything but “bias.” Rather, the
score is a faithful messenger of the unequal distribution in our country of educational resources and encouragement.5

Test makers claim that the lower test scorns of racial and ethnic minorities and of students from low-income families
simply reflect the biases and inequities that exist in American schools and American society. Biases and inequities
certainly exist-but standardized tests do not merely reflect their impact; they compound them.6

 Jay Gould, The NOrtOXL  1981), dedieatiom p. 7.
2S=, e.g., Carl Deglcx,  In 

 “socialImpliwtions  of IQ,”  Paul Houts (cd.) (New York NY: M pub-g CO., 1977),
p. 38. See also Clarence Karier, “Tk@ng for Order and Control in the Liberal Cqorate  State,”  Conrrover~, N. Block and G. Dwoxkin
(eds.) (New Yo@NY:  Random House+ 1976), pp. 339-373. Karier’sbasicargum@  asmmmamnd“  byanotherhistorianoftesting, was”. . . the
tests . . . were biased in terms of social class, economic, cd- and racial background. Tkir  use in schools saved to block opportunity for
the lower classes and immignmts  .., [and fashion] a system of tracking in the schools tbat reinforced social inquality... ,“ PWI.I ~

University Press, 1988), p. 8. For opposing viewpoints see, e.g., Mark Snydennan and Stardey
RotlunaQ Brunswick, NJ: Transa@“on Books, 1988); Arthur Jenseq Free
press, 1980); or Richard Herrnste@ “IQ,’ ’Atlantic  vol. 228, September 1971, pp. 43-64.

4For  &rails  on the history of achievement and inte@KKe testing, Kx? Ch. 4 Of m mm
%mitld Stewart, preaiti cO@p ~ ~‘on Board, ‘Think@ the Unthinkable: Standardized =@J d the Future of

American &hlCdiO@”  speeeh  bdOm the Cohunbus  Metropolitan Club, (l)lumbw,  OEL Feb. 22, 1989.
6Mon~ Neill md Noc - “Stiddid ‘fbW@ Harmful to Educational Healthj”  vol. 70, No. 9, May 1989,

p. 691.

The Purpose of This Report

Federal policymakers are caught in an unenviable
dilemma. On the one hand they must satisfy the
growing demand for accountability, which is often
expressed in terms of simple questions: Do the
schools work? Are students learning? On the other
hand, they must also be responsive to growing
disaffection with the quality of data on which

administrators rely for evaluations of programs:
achievement scores are rough indicators, at best, of
progress in attaining the many goals of federally
funded programs. Not surprisingly, Federal evalua-
tion requirements that place additional testing bur-
dens on grantees and program participants often spur
an interest in revising those very requirements .10 As
the Federal Government has become a more promi-
nent player in elementary and secondary education,

l~or ~-pk, tie ~p~ent  of ~ucation  r~nfly  form~ a W fome to lo& into problems of testing and evaluation for the Chapter lflitle I

compensatory education program See ch. 3 of this report.
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These excerpts make clear the need to specify and control the functions of testing. Both sides appear to agree
that tests can be used to identify inequalities in educational opportunities.7 But the question becomes how to Use
that information. Advocates of testing as a “gatekeeper” argue that ability and achievement, rather than family
background, class, or the specific advantages that might accrue to students in wealthy school districts, should govern
the distribution of opportunities and rewards in society. Moreover, they add, this system of distribution creates
incentives for school systems to provide their students with the best possible chances for success.

On the other hand, opponents contend that ability and achievement scores are highly correlated with
socioeconomic background factors8 and with the quality of schooling children receive9; under these circumstances,
" . . . no assessment can be considered equitable for students if there has been differential opportunity to access the
material upon which the assessment is based. ”10

This debate will not be resolved easily or quickly; nor will it become moot with the advent of alternative
methods of assessment. On the contrary, it could very well become even more heated and complex. 11 Educational
testing policy in the United States is at a crossroads, and if history supplies any clues, the future of assessment will
depend in large part on basic issues of equity, fairness, and the improvement of opportunities for minorities and the
disadvantaged. The core questions are well summarized in a recent book on science assessment:

Are we better off with the flawed system now in place or with an unknown examination system that could bring
even greater problems? What differences in opportunity to learn and achieve will flow from assessment? Will it help
students, teachers, or parents do something different to promote learning, for example, by moving the best teachers
to the neediest students or providingsummer instruction for students not at grade level at the end of the school year?
And does better assessment increase our responsibility for intervention, as better technology in medicine has increased
the demand and the ethical dilemmas we face in determining the use of that technology entreatment? If we are prepared
to more, once we know more, perhaps the dangers of inequity possible in new assessment are worth the risk. But
absent the resolve to intervene, one could argue that assessment becomes little mom than voyeurism.12

7For discussion of test bias and the effects of testing on minority students, se% e.g., Walta Haney, Boston College, “~~g ~
Minorities,” draft monograpk  January 1991, p. 24.

8S=, e,g.,  ~~p~r Jench et al., lne~li~ (New Yo& NY: B=ic Boob 1972)”
9S=, e.g., Ro~d Fer@oq “paw  for ~blic ~ucatio~  N~ Evid~m on HOW md Why  Money MdkIs,”  On

vol. 28, No. 2, summer 1991, pp. 465-498.
IOS~ley Wcom ‘cq~~ ~d ~~~ence  TIKOU@ Authentic  Science Aw+essmen$”  Of W“~*

Gerald Kuhn and Shirley Malmm (eds.) (WashingtorL DC: American Association for the Advancement tof Science+ 1991), p. 316. It is interesting
to note that standardized test scores, viewed by some critics as blocking entry to education and work opportunities, have been used to justi&
major public programs to help minority and disadvantaged children :”... thepreeminent example . . . was in the 1960s, whenlowerperformance
of minority and inner city children was used to bolster arguments for the war on poverty and to help propel passage of the Elementary
and Secondary Education Act of 1%5. . . .“ (Haney, op. cit., footnote p. 22.)

1 lsome minority educators, for example, fear that new assessment methods will stifle oppmtunities for minority students who have
recently begun to do better on conventional tests. There is also uncertain“ ty over whether or not tests should be used for pIacing children in
remedial programs. Parents in California sued recently, not because their children were being tested bu4 on the contrary, because the State had
followed the precedent set in the landmark and bauned testing as a basis for diagnosing learning dMculties  and placing
children in remedial tracks. For further discussion of this and other legal issues, see ch. 2.

Izwcm,  op. cit., footnote 10, p. 320.

and as the public’s attitudes toward concepts of . to ensure that accurate and reliable data about
national educational goals and standards have evolved, American educational achievement are pro-
Congress has become more involved in the testing vialed to lawmakers, program administrators,

debate. l1 parents, teachers, test takers, and the general
public;

Congress has a stake in U.S. testing policy for . to ensure that the tests used to evaluate Federal
three main reasons: education programs do not, in themselves,

1 ]A 1989 G~up poll fo~d tit tie ~jori~ of respondents supportti he idea of mtio~  achievement standards and gods,  but feW SUppOrt(3d either
State or Federal intervention in the defiition of those standards and goals. For discussion see George Madaus, Boston College, and Thomas Kellaghiq
St. Patricks  College, Dubl@  ( ‘Examina tion Systems in the European Community: Implications for a National Examina tion System in the United States,”
OTA contmctor  report, April 1991.
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impede progress toward program goals; and
● to ensure that tests are used fairly and do not

infringe on individual rights or impose unac-
ceptable social costs.

Congress faces a variety of decisions that could
have significant and long-term effects on the scope,
quantity, and quality of testing in the United States.
Issues related to national testing and the role of tests
in Federal education programs are already on the
congressional agenda; issues regarding the rights of
test takers may emerge, as they have in previous
times, if new national and State tests are mandated
or if the stakes attached to existing tests are raised.

This report is aimed at helping Congress:

. better understand the functions, history, capa-
bilities, limitations, uses, and misuses of educa-
tional tests;

. learn more about the promises and pitfalls of
new assessment methods and technologies; and

● identify and weigh policy options affecting
educational testing.

To unravel the complexities of these topics, OTA
examined technological and institutional aspects of
educational testing. This summary and policy chap-
ter synthesizes OTA’s findings on tests and testing,
and outlines options for congressional action. Chap-
ter 2 examines recent changes in the uses of testing
as an instrument of policy, chapter 3 covers current
issues affecting the role of the Federal Government
in educational testing, chapter 4 reviews the history
of testing in the United States, and chapter 5
considers lessons from testing in selected European
and Asian countries. The final three chapters focus
on the tests themselves. Chapter 6 explains charac-
teristics and purposes of existing educational tests,
and examines the reasons new test designs seem
warranted. Chapter 7 explores various approaches to
performance assessment and how these methods are
being implemented in schools, and chapter 8 exam-
ines the current and future roles of computers and
other information technologies in assessment.

In this report, the analysis and discussion are
framed in terms of the functions of testing. OTA
concludes that examining the capability of various
tests to meet specific objectives is the necessary first
step in abating the seemingly endless controversy

over the quantity and format of testing in American
schools, and in laying the groundwork for new
approaches.

The Functions
Educational tests

purposes that can
functions:

. to aid teachers

of Testing
have traditionally served many
be grouped into three basic

and students in the conduct of
classroom learning;

. to monitor systemwide educational outcomes;
and

● to inform decisions about the selection, place-
ment, and credentialing of individual students.

These three functions have a common feature:
they provide information to support decisionmak-
ing. However, they differ in the kinds of information
they seek and the types of decisions they can
support, and test results appropriate for some deci-
sions may be inappropriate for others.

Classroom Feedback for Students
and Teachers

Teachers must constantly adapt to the behaviors,
learning styles, and progress of the students in their
classrooms.

12 Tests can help them organize and
process the steady stream of data arising from
classroom interactions. Just as physicians use body
temperature, blood pressure, heart rate, x rays, and
other data to form an image of the patient’s health
and to determine appropriate treatments, teachers
can use data of various types to better manage their
classes and, in some circumstances, to tailor lessons
to the specific needs of individual students. Students
can use information to gain sharper understanding of
their strengths and weaknesses in different subjects
and can adjust their study time accordingly.

Tests that can aid classroom instruction and
learning need to:

● provide detailed information about specific
skills, rather than global or general scores;

. be linked to content that is taught in the
classroom;

. be administered frequently;

. give feedback to students and teachers as
quickly as possible;

12Fora  H.nt  ~y~i~ of the ~t~ ~or~s of Clmmmm  ~d ~pllcatio~  foredu~tionpoticy,  see EdWMd  Pauly,

Basic Books, 1991), especially ch. 
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Photo cxedt” Library of Congress

A student in 1943 takes her oral spelling examination after
completing a written examination on the blackboard.

Teachers have always used a variety of tests to help them
manage their classes and evaluate student progress.

●

●

be scored or graded to help students learn from
their errors and misunderstandings, and help
teachers intervene when students get stuck; and
be based on clear and open criteria for scoring
so that students know what to study and how
they are being evaluated.

System Monitoring

How well is a school or school system perform-
ing? This is a question often posed from the outside,

by parents, legislators, and others with particularly
high stakes in the answer. As shown in chapters 2
and 4, the question is usually posed with more
urgency when the impression is that the answer will
be “not very well. ”

Educational tests of various sorts have long been
viewed as objective instruments capable of provid-

ing systematic and informed answers about the
learning that takes place in schools. In an educa-
tional system as decentralized and diverse as the
American one, there is a nearly insatiable appetite
for evidence that all schools are providing children
with a decent education. Since the mid-19th century,
tests have been used to determine how much
students in different schools or school districts were
learning. Recent increases in Federal expenditures
have stimulated new demands for system accounta-
bility.

Test scores alone cannot reveal how or why
learning has occurred, or the degree to which
schools, parents, the child’s home background, or
other factors have affected learning. When com-
bined appropriately with other data, however, such
as prior test results and children’s socioeconomic
status, test results can help explain-as well as
describe-the outcomes of schooling.13

For tests to yield meaningful comparisons across
schools and districts, they must:

. be uniformly and impartially administered and
scored; and

● meet reasonable standards of consistency, fair-
ness, and validity.

In addition, to be useful system monitoring tools,
these tests:

●

●

●

should provide general information about
achievement, rather than detailed information
on specific skills;
should describe the performance of groups of
students--classrooms, schools, districts, or
States-rather than individuals (thereby allow-
ing the use of sampling methods that yield the
desired information without the costly testing
of every student); and
can be administered infrequently (once or twice
a year at the most).

Selection, Placement, Credentialing14

Tests designed to provide data about individual
students’ current achievement or predicted perform-

13 For ~xmple,  recent  ~lysis of&W  from C1OW  to 1,000 school districts in Texas found significant differences in smdent  achievement  scores ~~t
could be explained by variations in measures of teacher quality and other inputs. See Ronald Fergusoni ‘‘Paying for Public Education: New Evidenee
on HOW and  Why Money Matters, ” urnmer  1991, pp. 465-498; and Richard Murnane, ‘‘Interpreting
the Evidence on ‘Does Money Matter?’ “ urnmer 1991, pp. 457-464.

ld~ese  ~ee  tCrrIM  overlap. However, selection Efers P rimarily to decisions about a student’ squalifications  for admission to schools; placement refers
to decisions about qualtilcations  of students to participate in programs within schools they attend; and eredentialing (or certifkation)  refers to decisions
regarding proficiencies reached by students who have participated in programs or completed courses of study.
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ance can be used for individual selection, placement,
or credentialing decisions. This function of testing
has a long historical tradition: the earliest recorded
examples are Chinese civil service qualifying tests
given in the 2nd century B.C. As discussed in greater
detail in chapter 5, many European and Asian
countries continue to use examinations primarily for
professional and educational “gatekeeping” func-
tions, such as certifying students as qualified to
attend specialized or elite public education pro-
grams.

Placement and certification decisions are still
quite commonly based on tests, even in elementary
and secondary education. Minimum competency
examinations are required in many States for high
school graduation, for promotion from one grade to
the next, or for placement in remedial or gifted

used to determine whether high school students will
be given college credit and placed in advanced
courses when they arrive at college; and the National
Teacher’s Examination is necessary for teacher
licensing in 35 States.

In the United States, however, the use of tests for
selective admissions decisions has been more lim-
ited than in most other countries.l6 It is rather at the
end of high school, when students compete for
admission to colleges and universities, that selection
tests play a critical role.17

Some recent proposals to initiate new tests at the
national level include provisions for placement and
certification. One such proposal calls for a ‘‘certifi-
cate of initial mastery, ’ to be issued to graduating

high school students who perform at prescribed
levels on the test, and for examinations as certifica-
tion criteria for completion of fourth and eighth
grades. 18

In contrast with tests used for system monitoring,
tests used for selection, placement, or certification
decisions must:

●

●

●

●

provide individual student scores;
meet particularly high standards of comparabil-
ity, consistency, fairness, and validity;

provide information that is demonstrably rele-
vant to successful performance in future school
or work situations (in the case of selection
tests); and
provide information that is demonstrably rele-
vant to the identification of children with
special needs (in the case of placement tests
used for gifted and talented programs, remedial
education, or other special K-12 situations).

These tests are similar to system monitoring tests
with respect to the need for impartial scoring,
standardized administration, generality of informa-
tion, and frequency of testing.

Some proposals for a new national test or system
of examinations have selection or certification as a
principal function. Good tests for these purposes
must undergo intensive and time-consuming devel-
opment as well as careful empirical evaluation. They
must be carefully and clearly validated for these
intended purposes. Historically, tests used for these
purposes have been the most subject to legal
challenges and scrutiny (see chs. 2 and 4).

ls~ere is widespr~d  Concern  about tests being used as the principal basis for placement of children into special programs, such m “gifted md
talented” or remedial. “A major problem is getting students who obviously need it into either gifted or remedial programs when they do not meet the
‘required’ minimum or maximum score on the tests [to qualify for State funding],” said Jack Webber,  a sixth grade teacher in Redmond, WA (personal
communication September 199 1). Precise data on the numbers of schools or districts that rely on tests for these purposes, and on exactly how test data
enter into those decisions, are difficult to find. Recently the New York State Commissioner of Education struck down the use of achievement tests as
the sole screening criteria for placement of students in “enriched” programs. See also discussion in ch. 2.

16~e  si~tion has changed since the turn of century, wheq e.g., ‘‘. . . a student could not be admitted to Central ~igh School] without
demonstrating academic ccunpetence  on an entrance exam. . . .’ See David L.abaree,

University Press, 1988), p. 50. This was not a phenomenon limited
to the East Coast: rural students in Michigan and elsewhere in the Midwest needed to pass entrance examin ations  to gain admissions into urban high
schools. Since that time, however, policies of selective admissions into public high schools have disappeared in all but a handful of special institutions,
such as the Bronx High School of Science in New York.

17@er s,~ co~%= ~d ~vemiti=  UX the scho~tic Aptitude ~St (sA’I’) or fieric~  college  mt  (ACT) to aid in their selection from v~t
numbers of applicants, and recruits take the &med  Services Vocational Aptitude Battery (ASVAB)  for placement within the military. Many private
elementary and secondary schools use tests as a criterion for admission.

18 Forasummary  ofnatiomd  testing proposals as of early 1991, see James Steclmrq  Congressional Research Service, ‘Selected National Organizations
Concerned With Educational lksting Policy,’ memorandum, Feb. 8, 1991. For a more recent update and discussion of the central issues, see ‘‘National
‘lkNing: An Overview, ”  vol. 13, Nos. 4-5, special issue, September 1991, pp. 29-35. For a critique of these proposals see also Madaus
and KeUag@ op. cit., footnote 11.
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Photo credit: Panoramic Visions

The United States ranks high in the world in terms of the percentage of the population graduating from high school. These students
were photographed during their 1991 graduation ceremony at Woodrow Wilson High School, a large public high school in the

District of Columbia. During the 1970s and 1980s many States instituted. minimum competency testing
as a criterion for graduation.

Raising the Stakes
In theory, educational tests are unobtrusive instru-

ments of estimation. A major sticking point in any
discussion of testing, however, is whether, in
practice, testing affects the behavior it is intended to
measure. In the current debate, advocates of new
ways to test often argue that since tests can play a
powerful role in influencing learning, they must be
designed to support desired educational goals. These
advocates disparage “teaching to the test” when a
test calls for isolated facts from a multiple-choice
format, but endorse the concept when the test
consists of ‘‘authentic” tasks. For these educators,
one of the main criteria for a‘ ‘good’ test is whether
it consists of tasks that students should practice.

More traditional measurement theorists, on the
other hand, are skeptical about the value of teaching
to the test because of the need to obtain valid and
reliable information about the whole domain of
knowledge, not just the sample of tasks that appears
on the test. Thus, they argue that, regardless of a
test’s format, test scores are meaningless if students
have practiced the tasks.

The core of the often shrill debate reflects
positions on two central questions:

●

●

Do conventional standardized tests designed to
estimate student achievement negatively influ-
ence instruction and learning?
Do new testing methods designed
instruction and learning accurately
student achievement?

Tests and Consequences

As the Nation’s use of standardized

to guide
estimate

tests has
increased, the consequences attached to test results
have become more serious. All but four States have
standardized testing programs. Test scores are ap-
plied to a wide array of decisions affecting individ-
ual children, schools, and school systems. Students
who have taken college entrance examinations, high
school juniors who have failed State minimum
competency tests, schools that have become lures in
real estate advertisements, and States that have
found themselves ranked in the national media by
their average test scores are likely to remember the
event—and its consequences—long afterwards.

Many educators, extrapolating from their experi-
ences in classrooms as students or as teachers,
contend that tests influence students and teachers
only if they perceive that important consequences
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are linked to test results.19 But a fundamental
problem arises when important consequences, or
high stakes, are attached to test results; and not
surprisingly, the increase in high-stakes testing over
the past two decades has brought a concomitant rise
in controversy. To understand the problems that can
arise from high-stakes testing it is useful to consider
a familiar medical metaphor.

Fever thermometers are used to measure body
temperature without influencing that temperature;
they provide information that could lead to treatment
of the underlying conditions suspected of causing
the fever. Similarly, well-designed educational tests
can provide useful information to help students,
teachers, or even school systems. Teachers can use
tests to gauge their students’ progress and decide
how to “treat” children who are not doing well;
students (in the upper grades especially) can review
their test results to see whether they are learning the
material and to determine how they might learn it
more effectively; and State finding authorities can
use information on the relative progress of students
in different schools to develop responsive educa-
tional strategies. Thus, the information from tests
can be used to choose appropriate educational
‘‘treatments. ’

Suppose, however, that patients were punished for
running a high fever (or rewarded for a low one), or
that doctors were rewarded for bringing down their
patients’ fever (or penalized if the fever remained
high). They could easily take actions-cold show-
ers, aspirin, a glass of cold beer-to “cure” the
symptom but not necessarily the underlying illness.
More comprehensive and appropriate treatment
could be delayed or skipped. Just as temporary drops
in body temperature could give misleading indica-
tions of changes in health status, fluctuations in
scores from high-stakes educational tests may not
reflect genuine changes in achievement. When
stakes are high, a heavy emphasis is sometimes

placed on specific test results, and especially on
increasing scores. The symptom-low test scores—
is treated without affecting the underlying condition—
low achievement.

An instructive lesson about the mixed effects of
high-stakes testing comes from the minimum com-
petency testing (MCT) movement of the 1970s and
1980s (see box l-C). As described also in greater
detail in chapter 2, many State legislatures pegged
promotion, placement, and graduation requirements
to performance on criterion-referenced tests. The
underlying rationale was that extrinsic rewards and
sanctions would induce students to learn the relevant
material more diligently and heighten teachers’
motivation to ensure that all students learned the
basics before moving them ahead. It now appears
that the use of these tests misled policymakers and
the public about the progress of students, and in
many places hindered the implementation of genu-
ine school reforms.

More recent research seems to confirm that
high-stakes testing can mislead policymakers.20

Complicating this picture, however, is other prelimi-
nary research evidence suggesting that students may
underperform on tests that bear no individual
consequences at all.21 If such distortions are occur-
ring, they may be misleading policymakers and the
general public into believing the schools are in
worse shape than they really are (and into blaming
the school system for a long list of social and
economic problems22). The free-tuning knob that
could adjust tests to provide just the right degree of
incentive to students-enough to elicit their best
genuine performance-has not been invented.

Test Use

One of the most vexing problems in testing policy
is how to prevent test misuse, principally the

19sW, for ~mp]e, ~~enResfiCk,  Profeswr, u~versi~  of pittsb~g~ tes~ony  before tie U.S. Congress, Senate Committee on Labor ad H~
Resources, Subcommittee on Educatio% Arts, and Humam“ties, Mar. 

 Koretz, Robert Linn, Stephen Dudxu,  ~d ~rrie Shepmds “The Effects of High Stakes ‘Esting on Achievement: Prehminary
Findings About Generalkition  Across ‘lksts,’ paper presented at the annual meeting of the American Educational Research Association Chicago, IL,
April 1991; and Thomas Haladymx Susan B. Nom and Nancy S. Hass, “Raising Standardized Achievement lkst Scores and the Origins of lkst Score
Pollution,” vol. Ju.n&July 1991.

21s&, e.g., Steven  Brown  ~d Herbefi  Wdberg,  Urdvemity of Illinois at ChiCagO, “Motivational Effects on ‘I&t Scores of Elementary School
Students, ” monograpb  n.d.; and Paul Burke, “You Can Lead Adolescents to a T&t But You Can’t Make Them Try,” O’IA contractor repofi  Aug.
14, 1991.

~See,  e.g., Ckk Kerr, “Is Education Really All That Guilty?” 10, No. 3, Feb. 27, 1991, p, 30.
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Box 1 -C—The Minimum Competency Debate

The American public school system is often accused of being resistant to change. It is common to hear rhetoric
accusing classrooms of being virtually indistinguishable from those of 50 years ago. In fact, though, American
schools have been changing since the very inception of the common school in the early 19th century. 10ne education
historian and policy analyst, citing the multiple waves of reform of curriculum, instructional methods, and
classroom technology, argues that American schools are ‘awash with innovation. But he questions whether these
technological and institutional innovations affect the”. . . core technology of the enterprise--processes of teaching
and learning in classrooms and schools. ”3

The question of whether innovation is always a good thing for schools helps frame a discussion of minimum
competency testing (MCT), clearly an institutional innovation of major proportion. Its “key demand,” as one
commentator has written, ‘‘. . . was that no student be given a high school diploma without first passing a test
showing that he could read everyday English and do simple arithmetic. From its beginnings in a handful of school
districts in the late 1970s (Denver’s program actually began in 1962), MCI’ spread rapidly, with the biggest
expansion occurring between 1975 and 1979. By 1980,29 States had implemented legislation that required students
to pass criterion-referenced examinations, and 8 more had such legislation pending.5 Some States used the
examinations to determine eligibility for remedial programs and promotions and some required it for graduation.
By 1985, growth in such programs had leveled off, although 33 States were still mandating statewide MCT; 11 of
these States required the test as a prerequisite for graduation.6

Although there is vehement debate about the effects of MCT (and of high-stakes testing in general), there is
general agreement on the origins of MCT As one of its more ardent proponents has written:

. . . this movement . . . was, in essence, a popular uprising . . . demand[ed] mainly by parents who were anguished
about the fact that millions of their children were graduating from high school without the competence to go to the
grocery store with a shopping list and come back with the right items and the right change. They were determined
to change that, and convinced that a required exit test would produce the result they demanded.7

l~e ~ition  of tie school system from one servicing the elites to one aspiring to universal access is described in many titOfieS  of
American education. See, e.g., Ira Katznelson  and Margaret Weir, York+ NY: Basic Books, 1985); David ~ac~

(Cambridge, MA: Harvard University hess,  1975); Michael B. Katzi
(Cambridge, MA: Harvard University Press, 1%8); orhvrence Gem@

YorQ  NY: Vintage Books, 1964).

2Richard Elmore,  “Paradox of Innovation in EducatioIx Cycles of Reform and the Resilience of ‘leaching, ” paper presented at the
Conference on Fundamental Questions of Innovation Governors Center, Duke University, May 1991.

3Wid. ~er aIU.IyStS  ~ve aISO  titiessd  the innovation question in education. See, e.g., Richard Nelson md R.ic@d Mumane,
“production and Innovation When ‘Ikchniques  are ‘llwit: The Case of Education+”

pp. 353-373; or Larry Cum of Yorlq  NY: Ikachers College
Press, 1986).

4Barbara  bmer, “Good News About American E!ducatiou” March 1991, p. 21.

5Ronald A. B* “ Minimum Competency ‘lksting:  Status and Potenti”  Barbara S. Plake and Joseph C. Witt
(eds.) (Hillsdale,  NJ: L. Erlbaum  Associates, 1986), pp. 88-144.

6u.s. CoWess, Mice of Tbdmology Assessment, “State Educational ‘lksting  Practices,’ background paper of the Science, Education
and Transportation Programj  December 1987.

7~ma, op. ~it., foo~ote  4, p. 21, Sm *O Dough A. ~hb~d, universi~ of Dela~e,  md An&w C. Pofier,  university of WiSCOnsin,
Madisonj  “A Retrospective and an Analysis of the Roles of Mandated ‘l&ting in Education Reform,” OTA contractor report, Jan. 6, 1990.

Continued on nexfpage

application of a test to purposes for which it was not case of test misuse? First, the SAT is designed to
designed. 23 A familiar case of test misuse is the rank applicants from diverse educational back-
ranking of State school systems on a ‘‘wall chart’ grounds with respect to their likely individual
displaying average scores on the Scholastic Aptitude performance as college freshmen. It is designed
Test (SAT) along with other data.24 Why was this a specifically to override differences in curricula,

~see also B~ke, op. cit., footnote 21; Larry Cuban, ‘‘The MkuSe of ~sts  in Mllcation, ’ OTAcontractorreport, Sept. 9, 1991; Robert L. Linn, “’lkst
Misuse: Why is it so Prevalen4°  OTA contractor report, September 1991; and Nelson L. Noggle, “The Misuses of Educational Achievement ‘Rxts for
Grades K-12: A Perspective,” OTA contractor report, October 1991.

~~e WM c- now defic~  was initiated in 1984 by then Secretary of Education Weu Bell.
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Box 1-C—The Minimum Competency Debate-Continued

As with every other surge of testing in American education history,8 MCI’ was quickly shrouded in
controversy. Educators and measurement specialists warned against the quick-fix mentality that exit tests could
solve the problems stemming from a complex web of home, school, and societal decay; teachers lamented this new
intrusion in their classrooms; and minority advocates challenged the legal and ethical basis for what appeared to
be the latest obstacle to the educational and economic well-being of their children.

What have been the effects of MCI’? The research community remains divided: there is common ground that
MCI’ influenced education, but disagreement over whether it influenced education for the better.

Challenged to show that MCI’ worked, its supporters like to point to trends in achievement test scores: the
apparent improvement in literacy and numeracy among students generally, the shrinking of the gap between white
and minority students, and the upturn in Scholastic Aptitude Test (SAT) scores that began in 1979. Although MCT
had its most direct effects on high school juniors and seniors, proponents claim that the effect trickled down to the
lower grades too, where students heard the message that they would need to work harder in order to be promoted
and eventually graduate. Thus, they credit MCT even with the upturn in standardized test scores in the elementary
grades.

Other analysts dismiss these conclusions. First, test scores went up even in States without MCT programs,
underminingg the causal relation between MCI’ and achievement.9 Second, even in States with MCI’ where scores
did go up, the timing of these events raises important questions. A 1987 congressional study noted that: “.. . most
of the increase in competency testing occurred . . . several years after the upturn in achievement first became
apparent in the lower grades. "lOThereport showed that achievement scores probably began to climb beginning with
fifth graders in 1975. Thus, unless one is willing to believe that tests can have virtually instantaneous effects on
achievement, the timing of the rise in scores cannot be attributed to MCT. Third, the change in SAT scores beginning
in 1979 reflects the general improvement in performance recorded by that cohort of test takers all through their
school years, and not the advent of MCT. As one analyst put it: “. . . the higher scores rolled through the grades
like a rippling wave as the elementary schoolchildren got older.” ll

Finally, what about the observed improvements in National Assessment of Educational Progress (NAEP)
scores? First, NAEP scores did rise in the 1970s and 1980s, but the rise actually began as early as the 1974
assessment, well before MCI’ was in operation in all but one or two States. Second, analysts point out that while
test performance among Black and Hispanic 17-year-olds improved markedly during the 1970s and 1980s, it would
be misleading to infer that the gap between white and Black students had disappeared: “... white students
constituted the great majority of students in the two highest categories [suggesting] that there is still a substantial

 Bwey,  rejoind~  to Barb k, CO-nt~,  VO1. %?, No. 2, A~t 1991,  p. 10.

l~~el @re@ E&atio~l&~”~~~:
August 1987), p. 84.
1lB=Y,  op. d., fw- 9“

instruction, and academic rigor that may exist in the variation), so it provides a very inadequate measure
thousands of high schools from which applicants of the quality of education offered to all the students
have graduated; by design, therefore, it does not in a State.25

measure a student’s mastery of any given curricu-
lum, and therefore should not be used to gauge a There is considerable professional agreement
school’s effectiveness at delivering its curriculum. about a number of principles of good test develop-
Second, the SAT is taken only by about one-third of ment and appropriate test use. The primary vehicle
all students nationwide (with considerable regional for enforcing these principles is self-regulation by

~For  diXwsion  of these and  other p~blems  in using the Scholastic Aptitude lkst  as an indicator of Shte  educational pmgnlIXIs,  See CUblUA op. Cit.,
footnote 23; and Harold Hodgkinsou  “Schools are Awful-Aren’t Iley?” E&cation vol. 11, No. 9, Oct. 30, 1991, p. A32.
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gap between the reading proficiency of the average Black or Hispanic 17-year-old and the average white
17-year-old." 12 Third, there is a widespread fear that with its emphasis on basic skills, MCI’ forced many schools
to cut back on instruction in so-called “higher order” skills.13

But the debate over the effects of MCI’ goes well beyond trends in test scores, which are always difficult to
attribute to any single policy or intervention. Proponents look at the test scores and see a glass half full: it is, to them,
a reform policy that worked for basic skills and could now be successfully applied toward the goal of teaching more
children higher order skills. By and large, though, there is considerable agreement that State-mandated testing, and
MCI’ in particular, had unintended effects on classroom behavior of teachers and students, and that these effects
should serve as a warning for any future anticipated uses of high-stakes tests.

For example, one study combined analysis of survey data and intensive interviews with teachers and school
administrators, and concluded that the testing reinforced an excessive emphasis on basic skills and stymied local
efforts to upgrade the content of education being delivered to all students.14 Other studies have bemoaned the
narrowing effect that MCT seems to have had on instructional strategies, content coverage, and course offerings. 15

Still other studies focus on the potentially misleading information derived from high-stakes tests: recent research
suggests that improvements on high-stakes tests do not generalize well to other measures of achievement in the same
domain; 16 and studies that focus in particular on teachers in districts with high-stakes testing conditions-such as
minimum competency tests, school evaluation tests, or externally developed course-end tests-demonstrate a
greater influence of testing on curriculum and instruction.17

In the end, then, there appears to be consensus that innovation in school testing policies can have profound
effects-the disagreement is over the desirability of those effects. Although some of the evidence is contradictory,
at times even confusing, one thing is clear: test-based accountability is no panacea. Specific proposals for tests
intended to catalyze school improvement must be scrutinized on their individual merits.

@o& LiM  and Stephen Dunbar, ‘‘The Nation’s Report Card Goes Home: Good News and Bad About Trends in Achievement’ 
 vol. October 1990, p. 130. For discussion of trtmds in reading scores, see also John CarroU  “TheNational Assessments

in Reading: Are We Misrmding the Findings?”  vol. February 1987, pp. 424430.
lsIt shotid b not~  however, that the empirical data on this issue are ambiguous. While the National Assessment of Muatioti  PWWss

reports generally conclude that American students’ higher order abilities have remained stagnang other studies have challenged that finding. See,
e.g., Elizabeth Wit6 Myunghee  HaQ and H.D. Hoover, “Recent Trends in Achievement lksts  Scores: Which Students are Improving and on
What Levels of Skill Complexity?” paper presented at the annual meeting of the National Council on Measurement in Education, Bestow MA,
1990.

14H. D. Cor&tt  and B. w~oq ~’u~tended  ~ unwelcome: The ~~ ~pact  of Swe Wst@,” pa~r pre~xlt~ flt the  flIlllUd  XICXtiIlg

of the American Educational Research Association Boston+  M.& April 1990.
15For ~view  and discussio~  see Archbatd  and Porter, op. Cit., fOOtIIOte  7.
16D~e]  Kore~,  ROM ~ stephe~ Dunk, @ ~fie sh~@ “~ Effws of H@ s~~ wting on Achievement: Preklhly

Findings About Generalization Across lksts,”  paper presmted at the annual meeting of the American Educational Research Association,
Chicago, IL, April 1991, p. 20.

17c~ Rot@n&rg ~ x~ smi~ ‘tu~t~~  Effwts of fiw ‘&s@  in El~en~  Schools,’ paper presented at the a.nnud
meeting of the American Educatiomd  Research Association+  Bostonj M&  April 1990.

test developers and other trained professionals.26 especially once they reach the public domain. Many
Standards and codes developed by professional professionals in the testing community also believe
associations, critical reviews of tests, and individual the codes lack enforcement mechanisms. Moreover,
professional codes of ethics all contribute to better there has recently been heightened concern among
testing. But, in general, few safeguards exist to test authors and publishers that market forces may
prevent misuse and misinterpretation of scores, interfere with good testing practice. As one test

m~ ~qle of self ~e~tion Ofta cit~ in the tes~ communi~  is a decision taken by the Educational lksting  Semice  @TS) conce~  the
National l&chers  Examina tion (NTE), which is designed to certify new teachers. When the Governor of Arkansas signed a bill in 1983 requiring teachers
to pass the test in order to keep their jobs, ETS President Gregory Anrig  protested: ‘‘It is morally and educationally wrong to telt someone who has been
judged a satisfactory teacher for many years that passing a certain test on a certain day is necessary to keep his or her job.” ETS announced it would
no longer sell the NTE to States or school boards that used it to determine the futures of practicing teachers. See Edward Fiske, “l&t Misuse is Charged, ’

p. Cl; also David Owe% (Bostoq  MA: Houghton MifflirL  1985), pp. 243-260.
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author has warned: “. . . new corporate managers
. . . [are] rushing to produce tests that will ostensibly
meet purposes for which the tests have never been
intended. ’27

New Testing Technologies
Educators dedicated to the proposition that testing

can be an integral part of instruction and a tool for
assessing the full range of knowledge and skills have
given impetus to new efforts to expand the technolo-
gies, modes, formats, and content of testing. Test
developers and educators are experimenting with:

●

●

performance assessment, a broad category of
testing methods that require students to create
answers or products that demonstrate what they
are learning, and
computer and video technologies for develop-
ing test items, administering tests, and structur-
ing whole new modes of content and format.

This section of the summary begins with an
overview of the characteristics of these new ap-
proaches to assessment, and then considers their
potential role in advancing the three basic functions
of testing. It is important to remember that:

●

●

●

new assessment methods alone cannot ensure
consensus on what children should learn or the
levels of skills children should acquire,
curriculum goals and standards of student
achievement need to be determined before
appropriate assessment methods can be de-
signed, and
new assessment methods alone do not necessar-
ily equip teachers with the skills necessary to
change instruction and achieve new curricular
goals.

Performance Assessment

The move toward new methods of student testing
has been motivated by new understandings of how
children learn as well as by changing views of
curriculum. These views of learning , which chal-
lenge traditional concepts of curricula and teaching,
also challenge existing methods of evaluating stu-
dent competence. For example, it is argued that if
instruction ought to be individualized, adaptive, and
interactive, then assessment should share these
characteristics. In general, educators who advocate

Photo credit: Educational Test/rig Service

Performance assessment covers a broad range of
testing methods that require students to create answers or
products to demonstrate what they are learning. In this art
assessment, students record their observations as they
sculpt with day; the finished product and their notes wiII

become part of their portfolio for the year,

performance assessment believe testing can be made
an integral and effective part of learning.

One type of performance assessment uses paper-
and-pencil methods such as ‘‘constructed-response
items, for which students produce their own answers
rather than select from a set of choices, Other
approaches take performance assessment further
along the continuum----from short-answers at one
extreme to live demonstrations of student work at
the other (see box 1-D). Under ideal circumstances,
these methods share the following characteristics:

●

●

●

●

●

●

they require students to construct responses,
rather than select from a set of answers;
they assess behaviors of interest as directly as
possible;
they are in some cases aimed at assessing group
performance rather than individual perform-
ance;
they are criterion-referenced, meaning they
provide a basis for evaluating a student’s work
with reference to criteria for excellence rather
than with reference to other students’ work;
in general, they focus on the process of problem
solving rather than just on the end result;
carefully trained teachers or other qualified
judges are involved in most of the evaluation
and scoring; and

27Ru~u op. cit., footnote 8* P. 6.
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Box 1 -D—The Many Faces of Performance Assessment

Performance assessment is a broad term. It covers many different types of testing methods that require students
to demonstrate their competencies or knowledge by creating an answer or product. It is best understood as a
continuum of formats that range from the simplest student-constructed responses to comprehensive demonstrations
or collections of large bodies of work over time. This box describes some common forms of performance
assessment.

Constructed-response questions require students to produce an answer to a question rather than to select from
an array of possible answers (as multiple-choice items do). In constructed-response items, questions may have just
one correct answer or may be more open ended, allowing a range of responses. The form can also vary: examples
include answers supplied by filling in a blank; solving a mathematics problem; writing short answers; completing
figural responses (drawing on a figure like a graph, illustration, or diagram); or writing out all the steps in a geometry
proof.

Essays have long been used to assess a student’s understanding of a subject by having the student write a
description, analysis, explanation, or summary in one or more paragraphs. Essays are used to demonstrate how well
a student can use facts in context and structure a coherent discussion. Answering essay questions effectively requires
analysis, synthesis, and critical thinking. Grading can be systematized by having subject matter specialists develop
guidelines for responses and set quality standards. Scorers can then compare each student’s essays against models
that represent various levels of quality.

Writing is the most common subject tested by performance assessment methods. Although multiple-choice
tests can assess some of the components necessary for good writing (spelling, grammar, and word usage), having
students write is considered a more comprehensive method of assessing composition skills. Writing enables
students to demonstrate composition skills-inventing, revising, and clearly stating one’s ideas to fit the purpose
and the audience--as well as their knowledge of language, syntax, and grammar. There has been considerable
research on the standardized and objective scoring of writing assessments.

Oral discourse was the earliest form of performance assessment. Before paper and pencil, chalk, and slate
became affordable, school children rehearsed their lessons, recited their sums, and rendered their poems and prose
aloud. At the university level, rhetoric was interdisciplinary: reading, writing, and speaking were the media of public
affairs. Today graduate students are tested at the Master’s and Ph.D. levels with an oral defense of dissertations. But
oral interviews can also be used in assessments of young children, where written testing is inappropriate. An obvious
example of oral assessment is in foreign languages: fluency can only be assessed by hearing the student speak. As
video and audio make it possible to record performance, the use of oral presentations is likely to expand.

Exhibitions are designed as comprehensive demonstrations of skills or competence. They often require
students to produce a demonstration or Live performance in class or before other audiences. Teachers or trained
judges score performance against standards of excellence known to all participants ahead of time. Exhibitions
require a broad range of competencies, are often interdisciplinary in focus, and require student initiative and
creativity. They can take the form of competitions between individual students or groups, or may be collaborative
projects that students work on over time.

Experiments are used to test how well a student understands scientific concepts and can carry out scientific
processes. As educators emphasize increased hands-on laboratory work in the science curriculum, they have
advocated the development of assessments to test those skills more directly than conventional paper-and-pencil
tests. A few States are developing standardized scientific tasks or experiments that all students must conduct to
demonstrate understanding and skills. Developing hypotheses, planning and carrying out experiments, writing up
findings, using the skills of measurement and estimation, and applying knowledge of scientific facts and underlying
concepts—in a word, “doing science’—are at the heart of these assessment activities.

Portfolios are usually files or folders that contain collections of a student’s work. They furnish a broad portrait
of individual performance, assembled overtime. As students assemble their portfolios, they must evaluate their own
work, a key feature of performance assessment. Portfolios are most common in writing and language arts-showing
drafts, revisions, and works in progress. A few States and districts use portfolios for science, mathematics, and the
arts; others are planning to use them for demonstrations of workplace readiness.

SOURCE: Office of Technology Assessment, 1992.
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. students understand clearly the criteria on
which they are judged.

Computer and Video Technologies

Data processing technologies have played a
significant role in shaping testing as we know it
today, and could be important tools for the develop-
ment of innovative tests. Computers have most
commonly been used for the creation of test items
and the scoring and reporting of test results. New
computer and video technologies, however, used
alone or in conjunction with certain types of
performance assessment, offer possibilities for en-
hancing testing in the classroom. As computers have
become more available in schools, their use for
testing has become more feasible. Research in this
field is showing promise in the following areas:

questions presented and answered on comput-
ers can go beyond the traditional multiple-
choice format, allowing test takers to create
answers rather than select from alternatives
presented to them;
video, audio, and multimedia can make more
realistic and engaging questions and tasks
available;
computer-adaptive testing can establish an
individual test taker’s level of skill more
quickly and, under ideal conditions, more
accurately than conventional paper-and-pencil
testing; and
integrated learning systems, already found in
some classrooms, often come with testing
embedded in the instruction and provide on-
going analysis of student progress.

Continued research combining computing power,
principles of artificial intelligence, learning theory,
and test design could yield significant advances in
the form and content of assessment. But a set of
impressive technological and economic barriers
need to be surmounted: for example, the limited
availability (and relatively higher cost) of hardware,
compared to paper-and-pencil tests, has prevented
more rapid innovation and adoption. And even with
more hardware, there is no guarantee that the
capacity of that hardware will be adequate to meet
constantly increasing software requirements. An
even greater barrier is the lack of communication
between educators, test developers, and technolo-

gists in achieving a consensus on the goals of testing
and in shaping a vision for technology in the service
of those goals.

Using New Testing Technologies
Inside Classrooms

Performance assessment is not new to teachers or
students; many techniques have long been used by
teachers as a basis for making judgments about
student achievement within the classroom. The form
and complexity can vary:

● Imagine yourself a rebel at the Boston Tea
Party and write a letter describing what oc-
curred and why.

● Complete the following five geometry proofs.
● Describe both the dramatic and situational

irony in Dickens’ Hard Times, specifically
using the characters of the Teacher, Mr. Mc-
Choakumchild, and the boss businessman in
Coketown, Thomas Gradgrind.

As illustrated in box l-E, what students produce
in response to these testing tasks can reveal to the
teacher more than just what facts they have learned;
they reveal how well the student can put knowledge
in context. Well-crafted classroom performance
tasks are useful diagnostic tools that can reveal
where a student may be having problems with the
material. They can also help the teacher gauge the
pacing and level of instruction to student responses.
At their best, these tasks can be exciting learning
experiences in themselves, as when a student,
required to create a product or answer that puts
knowledge into context, is blessed with that flash of
inspiration, “Aha! I see how it all comes together
now!” In addition, these tests can signal to the
students what skills and content they should learn,
help teachers adjust instruction, and give students
clear feedback.

Much of the research about learning and cognitive
processes suggest important new possibilities for
tests than can diagnose a student’s strengths and
weaknesses. Although traditional achievement tests
have focused largely on subject matter, researchers
are now recognizing that ‘‘. . . an understanding of
the learner’s cognitive processes-the ways in
which knowledge is represented, reorganized, and
used to process new information-is also needed. ’28

ZSRo~fi  L. Lb C CBfiers  t. New ‘1’&t ~si~’ The Redesign o~Tesfi-ng~or  the Zlst  proceedings of the 1985 ETS Invitational COtIfer~Ce,
Eileen E. Freeman (cd.) (Princeton, NJ: Educational lksting Service, 1986), p. 73
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Box 1-E—Mr. Griffith’s Class and New Technologies of Testing: Before and After

To understand how teaching and testing are traditionally used in the classroom, consider this fictional account
of a fourth grade teacher’s efforts to understand his students’ progress, and the role standardized tests play in that
understanding. We start with mathematics, or, as it is known in most fourth grade classrooms, arithmetic.

Mr. Griffith is working on fractions. Among the 28 children in his class, 3 raise their hand to every one of the
teacher’s prompts, and usually have the answer right. Some of the other children seem to be on safe ground when
it comes to adding and subtracting fractions, but appear puzzled over the rules of multiplying. The majority appear
lost when it comes to division. Griffith has a sense of these differences based on his constant interaction with his
class, but he needs more systematic information to know how to adjust his lessons.

Before
For starters, Griffith turns to his own tests, which are tightly linked to his instructional objectives and to the

material he has covered in class. He also assesses the children in other ways: he checks their workbooks, calls on
them to do problems at the blackboard, poses questions and invites answers, and eavesdrops while his students work
in small groups. As an experienced teacher, Griffith can synthesize his observations of children at work into fluid
judgments of their strengths and weaknesses and go that next vital step of adjusting his pedagogy accordingly.

An additional source of information is the summary of statistics from last spring’s administration of a
nationally normed standardized mathematics test. From these data, Griffith could get a sense of how well the
students in his class stack up against others in the school and even in the Nation as a whole, as measured by their
performance on that test several months earlier. For example, he might find that Sarah and Jonathan, two of the three
students who seem to know all the answers, scored high on the test. But he might also find that Richard, the third
one, did less well than his current classroom performance would indicate. (Did he have a bad day in the spring, or
did he work on his fractions over the summer?) He might also find that Noreen, another bright child in the class,
did very well on the test but still gets stuck when she has to perform at the blackboard

On the whole, this test data provides information, but probably not enough for Griffith to get a complete picture
of his students’ learning needs or to structure his lesson plans. One problem is that a handful of his students were
not even present for the spring testing, and he has no test data for them. Another problem is that the standardized
test scores do not distinguish between fractions and other applications of addition and subtraction. When Griffith
moves beyond fractions, there is no guarantee that the next topic on the curriculum will have been covered on the
standardized test.

It is not much better with reading and writing. The children read a lot of books on their own, but the reading
tests supplied by the district still give passages out of context that have no mcaning for many of the students. And,
even though Griffith feels it is important to have his students do as much writing as possible, the tests are mainly
questions on spelling and vocabulary. If he wants to make the children’s scores look go@ and the principal happy,
he has to drill his students a lot on the mechanics. Important as they are, they do not inspire much enthusiasm in
either the students or, truth be known, in Griffith. But scores are important for merit pay in his district, so Griffith
knows where his priorities should be.

After
Consider again the situation of Mr. Griffith, our fourth grade teacher. In the last few years, his school has

gradually invested in technology. Each class now has several computers linked together in an integrated learning
system (IL-S) that corresponds to the mathematics and language arts curriculum taught in his school. Money from
the PTA made it possible for Griffith to purchase two additional stand alone computers and a VCR, which connect
to a television that had been locked in the storage room until a few years back. Occasionally he borrows the school’s
video camera from the library. While he is far from considering himself a‘‘tekkie,’ Griffith took a few courses on
teaching with computers and has grown pretty comfortable with their use, especially since he knows that his
colleague, Mrs. Juster, a computer whiz, is just across the hall and willing to help him when he gets stuck.

Mr. Griffith finds that, as he uses these technologies for teaching, common sense requires that he use them for
testing as well. Like the teaching, the testing varies. Some of the testing he does is the same as before, but made
simpler by the technology. With the help of a testmaker software package, he can design his own short-answer,
essay, or multiple-choice quizzes geared to the material he has been teaching. He appreciates the fact that the
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Box 1-E—Mr. Griffith’s Class and New Technologies of Testing: Before and After-Continued

software can automatically translate questions into Spanish, so Maria and Esteban, who recently arrived from El
Salvador, can take tests with the rest of the class. The children say these tests are much easier to read than the
handwritten ones he had to crank out on the school’s ancient mimeograph machine. He keeps better track of their
records with “gradebook” software that automatically computes and updates student averages and lets him know
who is slipping in time for him to set up his little “fireside chats” with students.

But the real change has been in being able to link his testing closer to the point for instruction. Griffith has been
having his students do a lot of writing on the word processor. Now he has the students pass their writing around
on the computer, make comments on each other’s works, and save their first drafts. They seem more comfortable
making revisions, and he can grade final products that are indeed more finished. He has each student collecting their
written work in electronic portfolios on disk; at the end of each semester they chose their best works and print them
out for inclusion in the portfolio they take with them to the fifth grade. Some, like Regine, have a hard time deciding
what is best and why. She’d like to print it all!

The mathematics they have been working on is included in the software in the ILS: same old fractions and long
division--the material that Griffith has watched, over the years, turn some students off mathematics forever while
others just breeze through it. But at least now he can get a better handle on where the potholes are for which children.
Dana is no problem--he has already moved on to two- and three-digit long division. At the end of his work, the
system prints out a report that shows he got all 10 problems in the mini-test right, and completed it in 20 minutes.
Griffith makes a note to himself-”Move Dana ahead to the next unit on the program and see how he does. It’s
far better than having him staring out the window while I’m going over the basics with the other kids.” Michelle,
who did fine with multiplication, continues to have difficulty in division problems. A quick printout of the problems
she missed-with the step-by-step procedure she followed-reveals that her problem lies in subtraction-she keeps
forgetting principles of carrying. ‘‘Maybe I can get Brad to work with heron some of those problems,’ he thinks.
“Oops, Brad is too much of a tease. Better ask Kevin instead.”

Before it is time for the first grading period, Griffith prints a summary report on all the children’s work. There
is still a huge range in their skills, especially in mathematics. Even with the bells and whistles added in the computer
programs, the curriculum can still be pretty deadly, Griffith knows. He decides to try using some of the new videos
Mrs. Juster told him about as ways to get his students more interested in using mathematics to solve problems. “The
one about the abandoned bell tower at the edge of town, in which the bell starts mysteriously ringing, might get their
interest,” he thinks. They like working in groups and digging out the clues in the video; looking for patterns and
doing the mathematics to solve the problem might put some of these dry mathematics facts into context. Maybe.

While they are watching the video, Griffith plans to get Elise, a student who just came into his class yesterday
from a neighboring school district, started on the computer-adaptive test she will need for placement. It looks like
she is quite far behind the other students; this will give a quick picture of her abilities and can be used in determining
whether she might benefit from the Chapter 1 program in the school. “Shoot, I hate to have her miss that video,
though. I suppose I can see if she can stay after school and take the test. She’ll miss her bus home, though, and I’ll
be late picking up the baby at the day care center. And then there’s the video report I promised to help Lindsey, Scott,
and Sherri with. They are working on a report on ‘Why we need new playground equipment’ and interviewing
students playing in the schoolyard after school. I can see they’ll need a lot of help with that! Whoever said
technology makes teaching easier?”
SOURCE Fictional scenario prepared by Wlce of ‘lkchnology  Assessment 1992.

New diagnostic tests, informed by cognitive science keeping records of a student’s errors or ineffective
research, may help teachers recognize more quickly problem-solving strategies, and for providing imme-
the individual learner’s difficulties and intervene to diate feedback so that children can recognize their
get the learner back on track. Similarly, computer- errors while still involved in    thinkin g  about the
administered tests open up new possibilities for questions. 29

ZISm, for Cmple, Isaac Bej~, “Educational Diagnostic Assessment,” vol. 21, No. 2, summer 1984, pp.
175-189.
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Using New Testing Technologies
Beyond Classrooms

Teaching has always been an art more than a
science, and what works in one classroom with one
teacher does not easily  transfer to other classrooms
with other teachers.

30 Consequently, many of ‘he
methods used by teachers to gauge the progress of
their students and adjust their lessons are not
standardized. As long as teachers can correct their
judgments on a continuing and fluid basis, day by
day and hour by hour, teacher experimentation with
a wide range of inferential assessment methods
presents no particular harm and can offer many
benefits.

When judgments about student performance are
moved outside the classroom, however, they must be
comparable: ‘‘. . . whatever contextual understand-
ing of their fallibility may have existed in the
classroom is gone. ’31 Using tests fairly and appro-
priately for management decisions about schools or
students, therefore, imposes special constraints. As
explained in detail in chapter 6, standardization in
test administration and scoring is the first necessary
condition to make test results comparable. It is
precisely the recognition that individual teachers’
judgments may be insufficient as the basis for
crucial decisions affecting children’s futures that
historically has fueled public interest in standardized
tests originating from outside the classroom or
school. 32

It is important to recall that the basic concept of
direct assessments of student performance is not
new. American schools traditionally used oral and
writ ten examinations to monitor performance. It was
the pressure to standardize those efforts, coupled
with the perceived need to test large numbers of
children, that led eventually to the invention of the
multiple-choice format as a proxy for genuine
performance. Evidence that these proxies were more
efficient in informing administrative decisions rap-
idly boosted their popularity, despite their less

obvious relevance to classroom learning. The mod-
ern performance assessment movement is based on
the proposition that new testing technologies can be
more direct, open ended, and educationally relevant
than conventional tests, and also reliable, valid, and
efficient.

How can performance assessments and computer-
based tests contribute to system monitoring and
selection, placement, and credentialing decisions? A
growing number of States are experimenting with
answers to this question. Thirty-six States currently
use writing assessments and nine others are planning
to introduce writing assessment in the near future.
Twenty-one States currently use other performance
assessment methods including portfolios, constructed
response, and hands-on demonstrations; 19 States
plan to adopt some or all of these methods. Figure
1-3 shows the current geographic distribution of
States using writing and other performance assess-
ments. Some States are using sampling technologies
to reduce the direct costs of performance assess-
ments and are seeking to resolve various technical
problems. Most States are using these tests in
combination with the more familiar multiple-choice
test.

To the extent that decisions about school re-
sources could be based on these statewide assess-
ments, they are potentially high stakes. Advocates
maintain that performance assessments have a clear
advantage over standardized multiple-choice tests,
because they assess a wider range of tasks. Al-
though these assessments do not necessarily
provide different estimates of individual student
progress than some conventional tests, many
educators believe their advantage lies in their
more obvious relevance to learning goals. The
involvement of teachers in developing and scoring
performance assessments is crucial to keeping them
closely linked to curricula and instruction.

Using performance assessments beyond the con-
fines of classrooms raises a set of important research
and policy issues:

3? See Richard M urnane and Richard Nelson, ‘‘Production and Innovation When ‘IWlmiques are ‘kit: The Case of Educatio%’
vol. pp. 353-373; also Pauly, op. cit., footnote 12.

SIStephen  Mba,  Daniel KoretG ~d H.D. Hoover, ‘‘Quality Control in the Development and Use of Performan ce Assessments, ” paper presented
at the annual meeting of the National Council on Measurement in Educatiou  Chicago, IL, April 1991, p. 1.

sz~de~sion~  hut c~l&en’s  fi~e op~~ties  we at Stie, hen the tests  rnwt dso  demonstrate  stilcient “predictive validity, ” i.e., they must
provide reasonably accurate information about individual potentiat for future behavior in school work  or elsewhere. For discussion of issues pertakbg
to the use of test scores in predicting future perforrnance, see, e.g., Henry Levti ‘‘Ability lksts for Job Selection: Are the Economic Claims Justified?”

B. Gifford (cd.) (Bostou MA: Kluwer, 1990); and James Crouse and Dale Trushe@
 (Chicago, IL: University of Chicago Press, 
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Figure 1-3--Statewide Performance Assessments, 1991

e I ‘ - 
“% u

Writing assessment only (n=15)
Writing and other types of performance assessments (n=21)
None (n=14)

NOTE: Chart includes optional programs.

SOURCE: Office of Technology Assessment, 1992.

The most common form of performance assess-
ment is the evaluation of written work: essays,
compositions, and creative writing have been
widely used in large-scale testing programs.
Other forms of performance assessment are still
in earlier stages of development and, though
promising, require considerable experimenta-
tion before they can be used for high-stakes
decisions.

If performance assessment is to be successfully
adopted, continuing professional development
for teachers will be critical. Most teachers
receive little formal education in assessment.
Performance assessment may provide a great
opportunity for teacher development that links
instruction with assessment.

Some parents and educators are worried that a
move to greater use of performance assessment
could have a negative impact on minority
groups. It is critical that the issues of cultural
influence and bias be scrutinized in all aspects

●

of performance assessment: selection of tasks,
administration, and scoring.
Administration and scoring of performance
assessment are both time consuming and labor
intensive. If the time spent on testing is viewed
as integral to instruction, however, new meth-
ods could be cost-effective.

Computer technologies, too, may play a powerful
role in system monitoring and high-stakes testing of
individual students. In particular:

●

●

●

Adaptive testing, in which the computer selects
questions based on individual students’ re-
sponses to prior questions, can provide more
accurate data than conventional tests, and in
less time.33

Advances in software could make possible
automated scoring that closely resembles human
scoring.
Large item banks made possible by advanced
storage technologies could lower the costs of
test development by allowing State or district

33F~r  dixuion  of tie ~~te.of.~e-~ ~ comput=.a&ptive  tes~, see Bert F. ~~~ me Jobs Hop~  Utivemiv,  “Computer-BWd  Adaptive
lkdng  in 1991, ’ monograph May 9, 1991.
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testing authorities to tap into common pools of
questions or tasks.

. With the combination of large item banks,
computer-adaptive software, and computerized
test administration, tests would no longer need
to be composed in advance and printed on
paper; rather, each student sitting at a terminal
could theoretically face a completely individu-
alized test. This could reduce the need for tight
test security, given that most students cannot
memorize the many thousands of items stored
in item banks.

An important policy question regarding comput-
ers in testing is whether to invest in new technolo-
gies for scarming hand-written responses to open-
ended test items. Since more tests may one day be
administered by computer, investing in new scan-
ning technologies could be wasteful.

Special Considerations for System Monitoring

Performance assessments and computer-based
tests could be designed to provide information on the
effectiveness of schools and school systems. As with
all tests, though, the outcomes of these new tests
need to be interpreted judiciously: the relative
performance of schools or school systems must be
viewed in the context of many factors that can
influence achievement.

Because individual student scores are not neces-
sary for system monitoring, innovative sampling
methods can be used that offer many important
advantages for implementing performance assess-
ments. When sampling is used, inferences can be
made about a school system based on testing either
a representative subsample of students or by giving
each student only a sample of all the testing tasks.
These methods can lessen considerably the direct
costs of using long and labor-intensive performance
tasks, allow broader coverage of the content areas
that appear on the test, and still keep testing time
limited. Furthermore, sampling methods provide
important protection against misuse of a test for
other functions (such as selection, placement, or
certification), since students do not receive individ-
ual scores.

However, the use of sampling methods raises
specific concerns: one issue is whether students’ less
obvious incentives to do well on such tests—given
that no individual consequences are attached to
performance---could lead to erroneously low esti-

Photo credit: IBM Corp.

Computers can change testing just as they change
learning. Recent advances in computers, video, and

related technologies could one day revolutionize testing.

mates of aggregate achievement. A related issue is
whether tests administered to samples of students
will effectively signal to all students what they are
expected to learn. A third question is whether it
would be fair to administer new testing methods,
intended as tools for enriched instruction, to samples
of students rather than to all students.

These issues warrant further research as a prereq-
uisite to using new testing methods for system
monitoring functions.

Special Considerations for selection,
Placement, and Credentialing

New testing technologies have considerable po-
tential to enrich selection and certification decisions.
For example, portfolios of student work can provide
richly detailed information about progress and
achievement over time that seems particularly rele-
vant and useful for certification decisions. One
example is the Advanced Placement (AP) studio art
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examination, administered by the Educational Test-
ing Service (ETS), which is based on a portfolio of
student artwork. This examination is used to award
college credit, and, as such, certifies that a student
has mastered the skills expected of a first-year
college student in studio art.

Tests based on complex computer simulations of
‘‘on-the-job’ settings are being developed for
architecture, medicine, and other professions, as a
basis for professional licensing and certification; the
integration of graphics, video, and simulation tech-
niques can create tests more closely resembling the
actual tasks demanded by those professions. Al-
though promising, these initial efforts have uncov-
ered some technical issues that will require consider-
ably more research before the tests can accurately
and fairly assess the skills of interest, and be used to
make high-stakes decisions about individuals.34

OTA has identified the following central policy
issues concerning the design of new tests for
selection, placement, and certification.

Technical requirements-These tests must meet
very high technical standards. Inferences drawn
from them must be based on rigorous standards of
empirical evidence not necessarily required of tests
used for other functions. Because tests used to select,
place, or certify individuals can have potentially
long term and significant consequences, their uses
need to be limited to the specific functions for which
they are designed and validated. Similarly, because
test scores are only estimates, very high levels of
reliability, or consistency, must be demonstrated for
the test as a whole. Finally, because of the amount of
day-to-day variability in individuals, no one test
score should be used alone to make important
decisions about individuals.35

Generalizability—Another issue pertains to the
content coverage of new assessment formats, such as
exhibitions, portfolios, science experiments, or com-
puter simulations. The advantage of these formats is
in their coverage of relevant factors of performance
and achievement; however, this usually means that
only a few such long and complex tasks can be
completed by a single child in the allotted time.36

Are inferences about achievement made on the basis
of just a few tasks generalizable across the whole
domain of achievement? When each child can
complete only a few tasks, there is a much higher
risk that a child’s score will be specific to that
particular task. Selection and certification decisions
cannot be made on the basis of these tasks unless
results are stable and generalizable.

Security--Currently most high-stakes selection,
placement, or certification tests are multiple-choice,
and precautions are taken to keep items secret.
Scores would be suspect if some (or all) test takers
knew the items in advance.37 Given the relatively
low number of performance-based tasks that might
appear on some new tests, sharing of information
from one cohort of test takers to another could
become a problem undermining the test’s validity.
Computers with enough memory to accommodate
very large item banks may provide some technologi-
cal relief, although the question remains open as to
whether a sufficient number of different items could
be written at reasonable cost.

Fairness-Most previous legal challenges have
targeted tests used to make significant decisions
about individuals. Any test designed for selection,
placement, or certification will be carefully scruti-
nized by those concerned with equity and bias.
Designing a performance-based selection or certifi-
cation test will require considerable research to
ensure elimination of bias.

~Sce, for exmple, David B. SWansO~  John J. Norcti,  and ~uis J. GrOSSO> “Assessment of Clinical Competence: Written and Computer-Based
Simulations,” pp. 220-246.

35& ~ditio~  ~mon  for insistiW on high standards is that high-stakes tests can lead inadvertently to the labeling of individual-by themselves
or by others-with uncertain and potentially harmfid  consequences. For discussion of these issues see, e.g., U.S. Congress, Oftlce of lkchnology
Assessment, “The Use of Integrity lksts  for Pre-Employment  Screening,” background paper of the Science, Educatiom  and Transportation Pro=
September 1990.

ss~crasing tie time allotted to assessment does not necessarily imply reduced time for i.nstructio~ as long as the two  activities are well integTatCd.
But completely ‘‘seamless’ * integration of testing and instruction could raise problems of its o~ such as potentiat  infringement of students’ rights to
know whether they are being tested and for what puqxxes.

Y/me  concept  of “t=t Owmess’  is con~ven~. Most ~ditio~  me~ement exp@s argue that allowing students access to test items in advance
would irreparably compromise the test’s validity. For opposing viewpoints, however, see, e.g., Judah Schwartz and Katherine A. Viator (eds.),

A Report to the Ford Foundation (Cambridge, MA:
Harvard Graduate School of Education, September 1990); and John Fredrickson and Alan Collins, “A Systems Approach to Educational ‘Iksting,”

December 1989, pp. 27-32.
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Cost Considerations: A Framework
for Analysis

A common challenge posed to advocates of
alternative assessment methods is an economic one:
can they be administered and scored as efficiently as
conventional standardized tests?38 Indeed, one of the
attractive features of commercially published stand-
ardized tests is their apparently low cost. As shown
in box l-F, OTA estimated outlays for standardized
testing in a large urban school district were approxi-
mately $1.6 million for 1990-91 ($0.8 million per
test administration), or only about $6 per student per
test administration

But these outlays on contracted materials and
services and district testing personnel do not tell the
whole story. First, they neglect the dollar value of
teacher time devoted to test administration. Because
a teacher’s many activities are not typically itemized
on a school district budget, the costs associated with
teacher time spent administering tests are less
obvious than other testing expenses. But they can be
significant: in the district studied by OTA, the
portion of total teacher salaries attributable to time
spent administering tests was roughly $1.8 million
per test, or $13 per pupil.

Another important component of cost is the time
spent by teachers in test preparation. This factor is
more variable than administration time and is more
difficult to estimate. It depends largely on the degree
to which teachers can distinguish their regular
instruction from classroom work that is driven by the
need to prepare students for specific tests. The
question is whether the test preparation activities
would take place even in the absence of testing: this
issue hinges partly on test content—how closely
does the test reflect curricular and instructional
objectives?—and partly on how individual teachers
allocate their classroom time across various activi-
ties, including test-related instruction. (Tests that are
intended to be linked to instruction might not be
perceived as such by some teachers, and tests that are
apparently separate from regular instruction could
be useful tools in the hands of other teachers.) In the

district OTA studied, teachers reported spending
anywhere from O to 3 weeks in preparing their
students for each test administration-at a cost as
high as $13.5 million per test, or close to $100 per
pupil. 39

Just as counting material and testing personnel
outlays alone can lead to deceptively low estimates
of the total resources devoted to testing, accounting
fully for teacher administration and preparation time
can lead to deceptively high cost estimates. To
correctly account for teacher time requires attention
to the indirect or opportunity costs of that time. An
opportunity cost is defined generally as “. . . the
value of foregone alternative action. ’40 With respect
to testing, analysis of opportunity costs focuses
attention on the following question: to what extent
does the time spent by teachers on preparation and
administration of tests contribute to the core class-
room activities of teaching and learning?

If testing is considered integral to instruction, then
teacher time spent on preparing students and on
administering the tests has lower opportunity costs
than if the testing has little or no instructional value.
To estimate the opportunity costs, then, requires
information or assumption about the degree to
which any particular test is intended as an instruc-
tional tool, and information or assumptions about
the extent to which individual teachers use testing as
part of their instructional program.

As shown in box l-F, some teachers in the district
OTA studied spent as much as 3 weeks preparing
students for each of the two standardized tests, plus
4 days administering each test. The worst case would
be one in which this time was completely irrelevant
to coursework: the district would have incurred
steep opportunity costs—about $15 million per test,
or close to $110 per pupil. The best case, in which all
preparation time was relevant to coursework, would
have cost under $2 million per test, or $13 per pupil.

Thus, the total costs of a testing program consist
of both direct and opportunity components: direct
expenditures on materials, services, and salaries, and

38~e ~ffiCienCy  ~dv~~gcs of s~~~ed ~ultiple.choice  t~~ MC ~S~S.@ h scver~ pl~cs in this  report. See especially ch. 4 fOr a hiStO~cZd
synopsis, ch. for general discussion of item formats, and ch. 8 for review of technological change in test scoring and administration.

39A fill awomting  of ~r~t costs would also include overhead on the school building ~d Sowds,  i.e., depreciation attributable to time spent on
test preparation and administration. To simplify the analysis, OTA omitted this element.

-avid  W. Pearce (cd.), 3rd ed. (Cambridge, MA: MIT Press, 1986), p. 310.
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Box 1-F-Costs of Standardized Testing in a Large Urban School District

Because testing policy decisions are still primarily made at the local and State levels, OTA has analyzed the
kind of data on standardized testing costs that school authorities would likely include in their deliberations over
testing reform. Data for this illustrative example were provided by the director of Testing and Evaluation in a large
urban school district with 191,000 enrolled students, among whom 32 percent are in Chapter 1 programs. The
district employs 12,000 teachers, including regular classroom and special teachers. The total 1990-91 district budget
was $1.2 billion.

Approximately 140,000 students in grades kindergarten through 12 take tests, once a year in kindergarten and
twice a year (fall and spring) in all other grades (absenteeism and student mobility account for the large number of
untested students). During each test administration, students take separate tests in English, mathematics, social
studies, and science. The tests typically consist of norm-referenced questions supplemented with locally developed
criterion-referenced items. (In kindergarten, first, second, and third grades, criterion-referenced checklists filled out
by teachers supplement the Paper-and-pencil tests.) The tests are machine scored by the test publisher, who provides
computer-generated score reports to district personnel.
Tests are administered by 4,500 regular classroom
teachers; them are no other special personnel involved,
except for a small group of district staff who design the
criterion-referenced items, manage the overall testing
program, and conduct research based on test results.

Although the district purchases tests from a large
commercial publishing company that has many school
districts as customers, the cost figures discussed below
are not necessarily representative of other school
districts in the United States.

Materials and Services
Inmost years, the district purchases only a limited

supply of test booklets, replacing the complete set only
once every few years when they become damaged or
when test items are revised OTA computed average
annual expenditures on test booklets based on test
publishers’ estimates that booklets are recycled typi-
cally once every 7 years. As shown in table 1-F1, total
annual outlays for the standardized testing program in
1990-91--including materials, contracted scoring and
reporting services, and nonteaching personnel-were
approximately $1.6 million, or $5.70 per student per
test administration.1

Teacher Time
Based on the specified time allotments for the

various tests in the various grades, and on conversa-
tions with district staff, OTA found that Ml-time
teachers in the district spend roughly 2 percent of their
annual work time in the administration of tests to
students. The total salary cost to the district for teacher
time spent administering tests was roughly $3.6
million for two testing administrations ($1.8 million
per testing cycle).

Table 1-F1--Outlays on Materials, Services,
and Personnel

Materials
Contracted: Cost

Test booklets: new purchases plus annualized
costs based on assumed 7-year cycle... . . . .. $369,000

Practice books . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49,400
Examiner manuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26,200
Checklists and worksheets . . . . . . . . . . . . . . . . . . . . . . 100,600
Kindergarten program . . . . . . . . . . . . . . . . . . . . . . . . . 33,300

other :
Kindergarten Chapter 1 tests . . . . . . . . . . . . . . . . . . . $3,000
Labels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,200
Pencils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17,900
Answer sheets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23,000
Headers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,700
Language battery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,300
Special tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14,100

Materials subtotal . . . . . . . . . . . . . . . . . . . . . . . . . . . . $641,700

services
Contracted:

scoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $175,600
Report generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141,800
Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14,800
Scanning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146,500
Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9,000

Services subtotal . . . . . . . . . . . . . . . . . . . . . . . . . . . . $487,700
Nonteaching personnel:

Assistant director . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . $58,200
Research manager . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56,500
Research associates (2). . . . . . . . . . . . . . . . . . . . . . . . 108,700
Research assistants (3). . . . . . . . . . . . . . . . . . . . . . . . 127,800
Secretaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56,500
Clerks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45,600

Nonteaching personnel subtotal... . . . . . . . . . . $453,300

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .$1,582,700
SOURCE: Offkx of Tedndogy&mess mont,  based on data suppliad  by a

large urban achool  district, 1990-91 amdemlc  year.

q) Uw&stmd  bw this district’s cost of Standsldizd testing umparcs with othq (MA looked at cost data lhn the November 1988,
“Survey of ‘lkstiog  Mctices and  Issues,” cunductcd  by the National Association of ‘l&X Dhctora @W1’D).  ‘Ihe survey was sent to testing
dh-cctors  in approximately 125 school districts. For 38 districts provklhg their cost hformadow the average direct cost per student was $4.80
per year, slightly knvcr  thsn the $5.70 per student ill this example. Most of ttw districts mpondmg“ to tk NA~ SUWCY  admmst“ “ a achicvcnlalt
tests only once a year, compared to O’C4’S example distdc$ which tests twice a year in gradca 1 to 12.
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In conversations with district teachers, OTA Table 1-F2--Salary Costs of Teacher Time Spent on
found that the time they spend in classroom prepara- Testing, per Test  Administrationa

tion of students for the standardized tests varies from
O to 3 weeks per testing administration. Some teachers ‘e~adm’n’watlonb  ‘e~t~~~rat~n Total c

claim they spend no time doing test preparation that is $1.8 million . $1.8 million

distinguishable from their regular classroom instruc- 1.5 Weeks: d $7.2 million 9.0 million

tion; others use the standardize test as a final
3 weeks: $13.5 million 15.3 million

a-on average salary of $40,500 per year.
examination and offer students the benefit of lengthy b~~on an ~~at~ 2pe~ntOftOtal time ~nt on test administration

in-class review time. OTA therefore estimated the for two testing periods.

salary costs for preparation time under three scenarios: Won teachers.
d8 days.

O, 1.5, and 3 weeks (per test). These estimates are ~WRc~.  ~tid~=~noW
summarized in table 1-F2.

Assessment, based on data supplied by a
large urban school dlstrlot,  1990-91 aeademie  year.

Total Direct Costs
The total direct costs of testing can be computed by adding the expenditures on materials and services to the

costs of teacher time for test preparation and administration. It is important to note, however, that this analysis does
not account for the degree to which teacher time spent on testing is considered to be a necessary and well-integrated
part of regular instruction. The importance of indirect or opportunity costs as it pertains to the analysis of testing
costs is illustrated in box l-G.

indirect costs of time spent on testing activities.41
National Testing

For a graphical exposition of this concept, see box
—

1  . As discussed in chapter 3, the past year hasG.

Federal Policy Concerns

Several proposals now pending before Congress
could fundamentally alter testing in the United
States. Three issues already on Congress’ agenda are
proposals for national testing, changes to the Na-
tional Assessment of Educational Progress (NAEP),
and revisions to the program that assists education-
ally disadvantaged children (Chapter 1). Federal
action could also focus on ensuring the appropriate
use of tests, and speeding research and development
on testing.

These policy opportunities combined with the
current national desire to improve schooling provide
Congress with an opportunity to form comprehen-
sive, coordinated, and far-reaching test policy.
Rather than allowing test activity to occur haphaz-
ardly in response to other objectives, decision-
makers can bring these several concerns together in
support of better learning.

witnessed a flurry of proposals to establish a system
of national tests in elementary and secondary
schools. Momentum for these efforts has built
rapidly, fueled by numerous governmental and
commission reports on the state of the economy and
the educational system; by the National Goals
initiative of the President and Governors; by casual
references to the superiority of examination systems
in other countries (see box l-H); and most recently
by the President’s “America 2000” plan.

The use of tests as a tool of education policy is
fraught with uncertainties. The first responsibility of
Congress is to clarify exactly what objectives are
attached to the various proposals for national
testing, and how instruments will be designed,
piloted, and implemented to meet these objectives.
The following questions warrant careful attention:

● If tests are to be somehow associated with
national standards of achievement, who will
participate in setting these standards? Will the
content and grading standards be visible or
invisible? Will the examination q u e s t i o n s  b e

41~ addition t. teacher tie, here we oppo~~ wsw ~Sociatedwi~ S~&nt  tie: US- tit instruction time  k all iIIVeS@iIent  wib  @XMIOIniC

returns, student time spent on testing can be valued in terms of foregone future income. This follows a ‘‘human capital’ investment model of education.
See, e.g., Gary Becker, Human 2nd ed. (New Yorkj NY: National Bureau of Economic Researck 1975). For application of the concept of indirect
costs to educational testing see also Walter Haney, George Madaus, and Robert Lyons, Boston College, “The Fractured Marketplace for Standardized
T&sting,”  unpublished manuscript, September 1989.
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Box 1-G—Direct and Opportunity Costs of
Testing

$
Testing
option 1

Total costs =
direct +

A
~gg;~tunit  y

Testing
option 2

b
Time spent on testing:

preparation and administration

This figure illustrates the relationship between
time spent on testing activity and the total costs of
testing. Hypothetical test 1 is assumed to contribute
little to classroom learning. It costs little in direct
dollar outlays, but is dear in costs. Total
costs begin relatively low but rise rapidly with time
devoted by teachers and students to activities that
take them away from instruction.

Hypothetical test 2, which is a useful instruction
and learning tool, requires relatively high direct
expenditures. But the opportunity costs of time
devoted to testing are relatively low.

At point A, a school district would be indifferent
between the two testing programs, if cost was the
main consideration.
SOURCE: OflIce of ‘IMmology  Asscssr.mn4 1992.

kept secret or will they be disclosed after the
test?

● If the objective of the test is motivational, i.e.,
to induce students and teachers to work harder,
then the test is likely to be high stakes. What
will happen to students who score low? What
resources will be provided for students who do
not test well? What inferences will be made
about students, teachers, and schools on the
basis of test results? What additional factors
will be considered in explaining test score
differences? Finally, will the tests focus the
attention of students and teachers on broad
domains of knowledge, as desired, or on
narrower subsets of knowledge covered by the
tests, as often happens?

. If the Nation is interested in using tests to
improve the qualifications of the American
work force, how will valuable nonacademic

●

●

●

●

●

●

●

skills be assessed? What should be the balance
of emphasis between basic skill mastery and
higher order thinking skills?
If there is impatience to produce a test quickly,
it is likely to result in a paper-and-pencil
machine-scorable test. What signal will this
give to schools concerning the need to teach all
students broader communication and problem-
Solving skills?
What effects will national tests have on current
State and local efforts to develop alternative
assessment methods and to align their tests
more closely with local educational goals?
Would the national examinations be adminis-
tered at a single setting or whenever students
feel they are ready?
Would students have a chance to retake an
examination to do better?
Would the tests be administered to samples of
students or all students?
At what ages would students be tested?
What legal challenges might be raised?

If a test or examination system is placed into
service at the national level before these impor-
tant questions are answered, it could easily
become a barrier to many of the educational
reforms that have been set into motion, and could
become the next object of concern and frustration
within the American school system.

Given that a national testing program could be
undertaken through State and/or private sector
initiatives, the role of Congress is not yet entirely
clear. However, to the extent that congressional
action regarding NAEP, Chapter 1, and appropriate
test use will affect the need for and impact of any
national examinations, Congress has a strong inter-
est in clarifying the purposes and anticipated conse-
quences of such examinations. Also, Congress must
carefully analyze the pressures the national test
movement is exerting on these programs, such as the
idea of converting NAEP into a national test for all
students.

Future of the National Assessment of
Educational Progress

NAEP has proven to be a valuable tool to track
and understand educational progress in the United
States. It was created in 1969 and is the only
regularly conducted national survey of educational
achievement at the elementary, middle, and high
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Box 1 -H—National Testing: Lessons From Overseas’

The American educational system has a traditional commitment to pluralism in the definition and control of
curricula as well as the fair provision of educational opportunities to all children. Lessons from European and Asian
examination systems, which have historically been geared principally toward selection, placement, and
credentialing, need to be considered judiciously. OTA finds that the following factors should be considered when
comparing examination systems overseas with those in the United States:

● Examination systems in almost every industrialized country are in flux. Changes over the past three decades
have been quite radical in several countries. Nevertheless, there is still a relatively greater emphasis on tests
used for selection, placement, and certification than in the United States.

. None of the countries studied by OTA has a single, centrally prescribed examination that is used for all
purposes--classroom diagnosis, selection, and school accountability. Most examinations overseas are used
today for certifying and sorting individual students, not for school or system accountability. Accountability
in European countries is typically handled by a system of inspectors charged with overseeing school and
examination quality. Some countries occasionally test samples of students to gauge nationwide
achievement.

. External examinations before age 16 have all but disappeared from the countries in the European
community. Primary certificates used to select students for secondary schools have been dropped as
comprehensive education past the primary level has become available to all students.

. The United States is unique in the extensive use of standardized tests for young children. Current proposals
for testing all American elementary school children with a commonly administered and graded examination
would make the United States the only industrialized country to adopt this practice.

. There is great variation in the degree of central control over curriculum and testing in foreign countries. In
some countries centrally prescribed curricula are used as a basis for required examinations (e.g., France,
Italy, the Netherlands, Portugal, Sweden, Israel, Japan, China and, most recently, the United Kingdom).
Other countries are more like the United States in the autonomy of States, provinces, or districts in setting
curriculum and testing requirements (Australia, Canada, Germany, India, and Switzerland).

. Whether centrally developed or not, the examinations taken during and at the end of secondary school in
other countries are not the same for all students. Syllabi in European countries determine subject-matter

1~~ ~aw~ on ~omtion from ~rge Mm, Boston college, @ ~o~ Ke~~ St. Patricks  College, DubI.@  “Student
Examination Systems in the European Community: Ixssons for the United States,” O’Ill contmctor report  Jue  1991.

school levels. It was designed to be an educational alter the character and value of NAEP as the
indicator, a barometer of the Nation’s elementary Nation’s independent gauge of educational progress.
and secondary educational condition. NAEP reports It would also greatly increase both the cost and time
group data only, not individual scores. devoted to NAEP at every level.

NAEP has also been an exemplary model of A better course for Congress is to retain and
careful and innovative test design. As discussed in strengthen NAEP's role as a national indicator of
chapter 3, NAEP has made pioneering contributions educational progress. To do this, Congress could:
to test development and practice: “matrix” sam-
pling methods, broad-based processes for building ●

consensus about educational goals, an emphasis on
content-referenced testing, and the use of various ●

types of open-ended items in large-scale testing.

If Congress wishes to develop a new national
test—to be administered to each child and used as
a basis for important decisions about children
and schools—OTA concludes that NAEP is not
appropriate. This objective would require funda- ●

mental redesign and validation of NAEP, and would

require NAEP to include more innovative items
and tasks that go beyond multiple choice;

fund the development of a clearinghouse for the
sharing of NAEP data, results of field trials,
statistical results, and testing techniques, giv-
ing States and local districts involved in the
design of new tests better access to the lessons
from NAEP;
restore funding for NAEP testing in more
subject areas, such as the fine arts;
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Box 1-H—National Testing: Lessons From Overseas--Continued

content and examinations are based on them, organized in terms of traditional subject areas (language,
mathematics, sciences, history, and geography) and, in some cases, levels at which the subject is studied
(general or specialized). Even in European Community (EC) countries with a national system, the
e x a m i n ations are differentiated: all students do not take the same examination at the same time. The
examinations  may also be differentiated by locale (depending on the part of the country) or by track (there
are high-level, low-level, and various curricular options).

level examinations. It appears, though, that these school-leaving examinations can discourage students who
do not expect to do well from staying in school.

● In no other system do commercial test publishers play as central a role as they do in the United States. In
EC and other industrialized nations, tests are typically established, tinted, and scored by ministries of
education, with some local delegation of authority. In Europe, Japan, and the U.S.S.R.  the examinations have
traditionally been dominated by and oriented toward the universities. In Europe, most examination systems
are organized around a system of school inspectors, with quasi-governmental control through the
establishment of local boards, or multiple boards in larger countries.

● Psychometrics does not play a significant role in the design or validation of tests in most European and Asian
countries. Although issues of fairness and comparability are important, they are treated differently than in
the United States.

● Teachers  in other countries have considerable responsibility for           administering and scoring examina tions. In
some countries (Germany, the U.S. S.R., and Sweden) they even grade their own students. Teacher contracts
often include the expectation that they will develop or score examinations; they are sometimes offered extra
summer pay to read examination s.

● Syllabi, topics, and even sample questions are widely publicized in advance of examinations, and it is not
considered wrong to prepare explicitly for examinations. Annual publication of past examinations strongly
influences instruction and 1earning.

. In European countries, the dominant form of examination is “essay on demand.” These examinations
require students to write essays of varying lengths in responses to short-answer or open-ended questions.
Use of  mult iple-choice examinations is limited, except in Japan, where they areas prevalent as in the United
States. Oral examinations are still common in some of the German lander and in foreign language testing
in many countries. Performance assessments of other kinds (demonstrations and portfolios) are used for
internal classroom assessment.

—

. support the continued development of methods ● request data on the issues surrounding test-
to communicate NAEP results to school offi-
cials and the general public in accurate and
innovative ways (particular emphasis could be
placed on informing the public about appropri-
ate ways to interpret and understand such test
data and on minimizing misinterpretation by
the press and general public);

. add testing of nonacademic skills and knowl-
edge relevant to the world of work;

● restore funding for the assessment of out-of-
school youth at ages 13 and 17, to provide a
better picture of the knowledge and skills of an
entire age cohort;

takers’ motivation to do well on NAEP in
various grades;42

. expand NAEP to assess knowledge in the adult
nonschool population; and

. ensure that matrix sampling is retained, to
minimize both costs and time requirements of
NAEP.

An experiment in extending the uses of NAEP to
provide data on educational progress at the State
level and to measure this progress against national
standards is now under way.

OTA has identified three potential problems of
using NAEP for State-by-State comparisons that

4% *hC~~, ~=tiom ~ve tin M abut w aw~y of information derived from tests of 12th g@~ Who me about to @uk. F~m

trifd CffOm  and re search could shed light on this isaue.  Ed Roeber, Michigan Educational Assessment Pmgraq personal comm unicatioq October 1991.
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Photo credit: National Assessment of Educational Progress

The National Assessment of Educational Progress (NAEP)
has pioneered the use of performance assessments in

large-scale testing programs. In this science task, 7th and
11th grade students figure out which of the three materials

would make the box weigh the most.

Congress should review before making a final
decision on a permanent use of NAEP for this
purpose. First, States could be pressured to introduce
curriculum changes to improve their NAEP per-
formance on certain subjects, regardless of whether
such changes have educational merit. For example,
following the release in 1991 of the State-by-State
results from the first such trial, some States (e.g., the
District of Columbia) announced plans to revamp
their mathematics curricula. It could be argued that
the use of NAEP as a prod to State education
authorities to rethink their curricula is a good thing;
however, it is clear that the pressure to perform on
the test can outweigh the stimulus for careful

deliberation about academic policy, and that many
States could make changes for the sake of higher
scores rather than improved learning opportunities
for children. This signifies putting the cart of testing
before the horse of curriculum, exactly the kind of
outcome feared by the original designers of NAEP
who insisted that scores not be reported below broad
regional levels of aggregation.

Second, the presentation of comparative scores
could lead to intensified school-bashing--even when
differences in average State performance are statisti-
cally insignificant or when those differences reflect
variables far beyond the control of school authori-
ties. Critics of comparative NAEP reporting point
out that low-scoring States need real help--finan-
cial, organizational, and educational-not just more
testing and public humiliation.

Finally, extending NAEP to State-level analysis
and reporting is a costly undertaking. NAEP funding
jumped from $9 million in 1989 to $19 million in
1991. It is not clear that this extra money provides a
proportional amount of useful information: one
researcher interested in this question showed that
roughly 90 percent of the variance in average State
performance on NAEP could be explained by
socioeconomic and demographic variables already
available from other data.43 In a time of scarce
educational resources, NAEP extensions need to be
weighed carefully on the scale of anticipated bene-
fits per dollar. State-by-State comparisons of NAEP
performance may not pass this cost-benefit test.44

These issues notwithstanding, many education
policymakers at the State and national levels have
insisted that State-level NAEP could provide new
and useful information to support curricular and
instructional reform. Their arguments should be
taken as potentially fruitful research hypotheses and
treated as such: just as new medical treatments
undergo careful experimentation and evaluation
before gaining approval for general public use,
extensions and revisions to NAEP should be post-
poned pending analysis of research data.

In education, the line between research and
implementation is often blurred; few newspapers
noted that the 1990 State mathematics results were
the first in a “trial” program-the results were

Assee Richard Wolf, lkachers College, Columbia UniveXXitY, ‘‘What Can We Learn From State NAEP?’ unpublished documen~  n.d.
44s=  *O Dfiel  Kore@ ‘‘Shte comp~~n  using Nm:  hge  COStS,  Disappointing Benefits, ’ vol. 20, No. 3, April

1991, pp. 19-21.
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treated as factual evidence of relative effectiveness
of State education systems.

The NAEP standard-setting process also raises
questions of feasibility and desirability. As dis-
cussed in chapter 6, the translation of broad educa-
tional goals-such as emphasizing problem-solving
skills in the mathematics curriculum--into specific
test scores is a complex and time-consuming task.
The particular performance standards selected must
be validated empirically: how closely educators in
different parts of the country will concur on stand-
ards of proficiency for children at different stages of
schooling is not known. Standard setting has always
been a slippery process—in employment, psycho-
logical, or educational testing-in large part because
of difficulties surrounding the designation of accept-
able ‘‘cutoff scores. Not surprisingly, controversy
surrounded the initial attempts to reach consensus on
standards for NAEP, with experts disagreeing among
themselves on key definitions and interpretations of
items.

Educators and policymakers continue to debate
whether nationwide standards are desirable, espe-
cially if children who do not reach the defined
standards are somehow penalized. In addition to the
potential effects on children, turning NAEP into a
higher stakes test—with implicit and explicit re-
wards pegged to achievement of the given profi-
ciency standards--could irreparably undermine
NAEP’s capacity as a neutral barometer of educa-
tional progress.

While continued research on State-by-State
NAEP and on standard setting will be useful,
Congress needs to find ways to ensure that data
from this research are reported as such and that
the results are not prematurely construed as
conclusive.

Chapter 1 Accountability

Because of its scope and influence, Chapter 1
represents a powerful lever by which the Federal
Government affects testing practices in the United
States. OTA’s analysis of Chapter 1 testing and
evaluation requirements (see ch. 3) suggests several
congressional policy options that could improve
Chapter 1 accountability while reducing the overall
testing burden in the United States.

Chapter 1, the largest Federal program of aid to
elementary and secondary education, provides sup-

plementary education services for disadvantaged
children. Over its 25-year history, Chapter 1 evalua-
tion and assessment requirements have been revised
many times. The result is an elaborate web of legal
and regulatory requirements with standardized norm-
referenced achievement tests as the basic thread. The
tests fulfill several functions: Federal policymakers
and program a administrators use nationally aggre-
gated scores to judge the program’s overall effec-
tiveness; and local school districts and States use
scores to determine which schools are not making
sufficient progress in their Chapter 1 programs, to
place children in the program, to assess children’s
educational needs, and for other purposes.

As a result of the 1988 amendments to Chapter 1,
which introduced the “program improvement”
concept, Chapter 1 testing became even more
critical. At the national level, there has been growing
concern that the aggregated test data-collected by
school districts with widely divergent expertise in
evaluation-do not provide an accurate and well-
rounded portrait of the program’s overall effective-
ness. At the school district level, educators argue
that the test data often target the wrong schools for
program improvement or miss the schools with the
weakest programs in the district or the subject areas
and grade levels most in need of help. At the
classroom level, teachers tend to feel that their own
tests and assessments, as well as some externally
designed criterion-referenced tests, afford a much
better picture of individual students’ progress than
do the norm-referenced tests.

Congress’ principal challenge vis-á-vis Chapter
1 is to find ways to separate Federal evaluation
needs from State and local needs. It is a tough
dilemma: to balance the national desire for meaning-
ful and comparable program accountability data
against State and local needs for useful information
on which to base instructional and programmatic
decisions. Congress will consider reauthorization of
Chapter 1 in 1993. Hearings and analysis on these
complex questions in 1992 would provide an excel-
lent basis for a major revision of the evaluation and
testing requirements.

One way to improve Chapter 1 accountability
is to create a system that separates national
evaluation needs from State and local informa-
tion needs. It is the perceived need for nationally
aggregated data that drives the use of norm-
referenced tests. If Congress separated national
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evaluation purposes from State and local purposes
and articulated different requirements for each, State
Education Agencies (SEAS) and local education
authorities would be free to use a variety of
assessment methods that better reflect their own
localized Chapter 1 goals. The national data would
be used to give Federal policymakers, taxpayers, and
other interested groups a national picture of Chapter
1 effectiveness, while the State and local informa-
tion would be used in modifying programs, placing
students, targeting schools for program improve-
ment, deciding on continuation of schoolwide proj-
ects, and other purposes.

Congress could obtain national data on Chapter 1
through a well-constructed, periodic testing of
Chapter 1 children, similar to the way NAEP is used
to assess the progress of all students. This assess-
ment would rely on sampling (rather than testing of
every student) and could be administered less
frequently than the current tests. In addition to
relieving the testing burden on individual students
and reducing the time devoted to testing by teachers,
principals, and other school personnel, this proce-
dure could also result in higher quality data. As the
principal client of the data, the Federal Government
could identify the areas to be assessed, instill greater
standardization and rigor in test administration and
data analysis, and avoid the aggregation problems
that arise from thousands of school districts admini-
stering different instruments under divergent condi-
tions. This type of Federal assessment could be
designed and administered by either an independent
body or the Department of Education, with the help
of the Chapter 1 Technical Assistance Centers.

The system might be designed to provide a menu
of assessment options-- criterion-referenced tests,
reading inventories, directed writing, portfolios, and
other performance assessments—from which States
could establish statewide evaluation criteria for
Chapter 1 programs. If Congress preferred maxi-
mum local flexibility, the discretion to choose
among the assessment options could be left to school
districts, as long as they administered the instru-
ments uniformly and consistently across schools.
The Chapter 1 Technical Assistance Centers could
help the States and school districts select and
implement appropriate measures.

Either a State or local option would increase the
latitude for linking assessments to specific program
goals. However, if States or districts were to select

instruments that put their Chapter 1 programs in the
best light, the information could be misleading.
Congress should take steps to see that this does not
happen. For example, a strict approach would
require programs to show growth in student achieve-
ment using multiple indicators, perhaps including
one indicator based on a standardized test, A looser
version of this option would allow States or districts
to develop their own evaluation methods, and set
their own standards of acceptable progress, subject
to Department of Education approval.

An advantage of separating evaluation require-
ments would likely be local development of new
testing methods, which have not been widely used in
Chapter 1 because of the need for national aggrega-
tion and comparability. Congress could encourage
this choice by reserving some of the Federal Chapter
1 evaluation and research funding to advance the
state of the art.

For example, competitive grants could be author-
ized for local education agencies, SEAS, institutions
of higher education, Technical Assistance Centers,
and other public and private nonprofit agencies to
work on issues such as calibrating alternative
assessments, training people to use them, bringing
down the cost, and making them more objective.
Congress could also consider allowing funds from
the 5-percent local innovation set-aside to be used
for local development and experimentation.

Since Chapter 1 is a major national influence on
the amount, frequency, and types of standardized
testing, a broad research and development effort for
Chapter 1 alternative assessment would have an
impact far beyond Chapter 1. The instruments,
procedures, and standards developed by this type of
effort would spill over into other areas of education,
such as early childhood assessment, and would
increase local districts’ experimentation in other
components of their educational programs.

An important issue for congressional considera-
tion is the appropriate grade levels for Chapter 1
evaluations. There is considerable agreement that
testing of children in the early grades is inappropri-
ate, especially if standardized norm-referenced paper-
and-pencil tests are used; the 1988 reauthorization
eliminated testing requirements for children in
kindergarten and first grade. On the other hand, there
are compelling arguments that from a program
evaluation point of view it is important to have
“pre" and “post” data, which means collecting



some baseline information. Lack of a reliable
method to demonstrate progress during the early
years could discourage principals from channeling
Chapter 1 funds to very young children, despite
evidence that early intervention is very effective. If
testing is required to show progress, these tests
should be developmentally appropriate.45

A related congressional issue concerns the assess-
ment of school children who have only been in a
given school’s Chapter 1 program for a short period
of time; school districts throughout the country cite
the high mobility of Chapter 1 children as a logistical
obstacle to meaningful evaluation. Despite regula-
tory guidance, confusion continues to reign in State
and local Chapter 1 offices about how to deal with
a mobile student population. Clear and consistent
policies regarding testing of these children would
alleviate some of that confusion.

Appropriate Test Use

The ways tests should be used and the types of
inferences that can appropriately be drawn from
them are often not well understood by policymakers,
school administrators, teachers, or other consumers
of test information. Perhaps most important, many
parents and test takers themselves are often at a loss
to understand the reasons for testing, the importance
of the consequences, or the meaning of the results.
School policies about how test scores will be used
are important not only to students and parents but
also to teachers and other school personnel whose
own careers may be influenced by the test perform-
ance of their pupils. Many of these problems result
from using tests for purposes for which they are not
designed or adequately validated. Fairness, due
process, privacy, and disclosure issues will continue
to fuel public passions around testing.

As reviewed in chapter 2, attempts to develop
ethical and technical standards for tests and testing
practices have a long history. The most recent
attempt to codify standards for fair testing practice
(in the Code of Fair Testing Practices in Educa-
tion)46 led to a set of principles with which most
professional testing groups concur.

Educational testing practices in some areas have
been defined by Federal legislation. In the rnid-
1970s, Congress passed laws with significant provi-
sions regarding testing, one affecting all students
and parents and the others affecting individuals with
disabilities and their parents. In both cases this
Federal legislation has had far-reaching implications
for school policy, because Federal financial assist-
ance to schools has been tied to mandated testing
practices. The Family Education Rights and Privacy
Act of 1974-commonly called the ‘Buckley Amend-
ment” after former New York Senator James
Buckley-was enacted in part to attempt to safe-
guard parents’ rights and to correct some of the
improprieties in the collection and maintenance of
pupil records. The basic provisions of this legisla-
tion established the right of parents to inspect school
records and protected the confidentiality of informa-
tion by limiting access to school records (including
test scores) to those who have legitimate educational
needs for the information and by requiring parental
written consent for the release of identifiable data.

Given the growing importance of testing and
the precedent for Federal action, several avenues
are open if Congress wishes to foster better
educational testing practices and appropriate test
use throughout the Nation.

One option for congressional action would aim at
improved disclosure of information. Individual
rights could be better safeguarded by encouraging
test users (policymakers and schools) to do a careful
job of informing test takers. Many critical decisions
about test use, such as the selection and interpreta-
tion of tests, are made in a professional arena that is
well-protected from open, public scrutiny. This
occurs in part because of the highly technical nature
of testing design. Although the professional testing
community is not unanimous about what constitutes
good testing practice, there is considerable consen-
sus on the importance of carefully informing indi-
vidual test takers (and their parents or guardians in
the case of minors) about the purpose of the test, the
uses to which it will be put, the persons who will

4ss=, ~cg.,  R~&fi  E, S~v~ ~d N~~ A. Maddeq  Center for Reaearch  on Effective Schooling for Disadvantaged Studem,  me Jo~ HOP*
University, “Chapter 1 Program Improvement Guidelines: Do They Reward Appropriate Practices?” paper prepared for the OffIce of Educational
Research and hnprovemen~  U.S. Department of Educatioq December 1990. See also Nancy Kober, “The Role and Impact of Chapter 1 E!SEA,
Evaluation and Assessment Practices,” OTA contractor reporL  June 1991.

46Jo~t  co~ttw on ~s~ ~actices,  Code Of Fair Testing  practices  in Eduation  (Washingtq  DC: National COunCil  on M easurement  in
Fducatioq  1988).
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have access to the scores, and the rights of the test
taker to retake or challenge test results.47

Congress could require, or encourage, school
districts to:

●

●

develop and publish a testing policy that spells
out the types of tests given, how they are
chosen, and how the tests and test scores will be
used; and
notify parents of test requirements and conse-
quences, with special emphasis on tests used
for selection, placement, or credentialing deci-
sions.

A second approach for Congress is to encourage
good testing practice by modeling and demonstrat-
ing such practice at the Federal level. The Federal
Government writes much legislation that incorpo-
rates standardized testing as one component of a
larger program. For example, the Individuals With
Disabilities Education Act (Public Law 101476),
formerly the Education for all Handicapped Chil-
dren Act of 1975 (Public Law 94-142), was designed
to assure the rights of individuals with disabilities to
the best possible education; this legislation included
a number of explicit provisions regarding how tests
should be used to implement this program.

Among the provisions were: 1) decisions about
students are to be based on more than performance
on a single test, 2) tests must be validated for the
purpose for which they are used, 3) children must be
assessed in all areas related to a specific or suspected
disability, and 4) evaluations should be made by a
multidisciplinary team.

Through these assessment provisions, Public
Laws 101-476 and 94-142 have provided a number
of significant safeguards against the simplistic or
capricious use of test scores in making educational
decisions. Congress could adopt similar provisions
in other legislation that has implications for testing.
A recent example of Federal legislation that could
lead to questionable uses of tests is a provision in the
1990 Omnibus Budget Reconciliation Act. The
objective of this provision is to reduce the high loan
default rate of students attending postsecondary
training programs (largely but not exclusively in

proprietary technical schools). The policy lever is
testing: the act requires students without a high
school diploma to pass an ‘‘ability-to-benefit’ test,
on the assumption that students who are able to
benefit from postsecondary training will be more
likely to get jobs and pay back their loans than
students who are not able to benefit. Basic questions
arise about the appropriateness of using existing
tests to sort individuals on this broad ‘‘ability
criterion. Even the most prevalent college admis-
sions tests do not make claims of being able to
predict which students will “benefit” in the long
run, but rather which students will do well in their
freshman year.

A third course of action would focus on various
proposals to certify, regulate, oversee, or audit tests.
If Congress wants to play a more forceful role in
preventing misuse of tests—in particular, preventing
tests designed for classroom use or system monitor-
ing from being applied to individual selection or
certification decisions—this option is the clear
choice. If testing continues to increase and takes on
even more consequences, pressure for congressional
intervention will grow. Proposals include Federal
guidelines for educational test use, labeling of all
mandated tests and test requirements, labeling of all
commercially available tests, and creating a govern-
mental or quasi-governmental entity to regulate,
certify, and disseminate information about tests.
This last option, which echoes a concept endorsed by
the National Commission on Testing and Public
Policy, has been discussed in testing policy circles
for some years now.48

Finally, Congress could pursue more indirect
ways to inform and educate consumers and users of
tests. This might include supporting continuing
professional education for teachers and administra-
tors, or funding the development of better ways to
analyze test data and convey the results more
effectively to the public.

Federal Research and Development Options

Test development is a costly process. Even for a
test or test battery that has already been in use for
many years, it can take from 6 to 8 years to write new

4TSCC,  for ~=ple,  ~~cm psycho]ogic~  Assoc~tio~  Stan&rd~  for E&cutionuJ and p~chologicaz Testing  (Washington, DC: 1985); Jobt

Committee on ‘l&ting Practices, op. cit., footnote 46; and Russell Sage Foundation 
 York NY: 1%9), especially Guideline 1.3.

48sW, e.g., D. Gosh, “ThePresent and Future of Assessment: lbwards an Agenda for Research and Public Policy,’ draft report of apkumin g meeting
sponsored by the U.S. Department of Educatiou  Mar. 23-25, 1990, draft dated July 19, 1990.
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items, pilot test, and validate a major revision.49

Most investigators working on new testing designs
are wading into uncharted statistical and methodo-
logical waters. For a new test, consisting of open-
ended performance tasks or other innovative items,
development and validation are substantially more
expensive, even if test content and objectives are
clearly defined. For example, the development of a
set of new performance measures assessing specific
job-related skills for the armed services cost $30
million over 10 years. The results of this sustained
research effort, coordinated by the Department of
Defense and carried out by the individual service
organizations, were a set of hands-on measures, new
supervisory ratings, job-knowledge tests, and com-
puter-based simulations representing the skills re-
quired in some 30 well-defined jobs. The main
purpose of the research was to improve the outcome
or criterion measures used to validate the Armed
Services Vocational Aptitude Battery, the standard-
ized test used to qualify new recruits for various job
assignments.50

In elementary and secondary school testing,
however, the first step--defining the content that
tests should cover—is much more complex than
defining specific job performance outcomes for a
number of jobs. The omnipresent issue of achieving
consensus on content poses formidable barriers to
test design. Even in a subject like mathematics, for
which there is some agreement on outcomes and
standards (as exemplified by the National Council
on Teachers of Mathematics’ recent work on stand-
ards for mathematics education), the definition of
those standards took 6 years to develop. In most
other subjects consensus on goals and curricula is
more difficult to reach, adding substantially to
research and development (R&D) costs. Moreover,
separate standards, content, and tests would need to
be developed for each grade level and subject to be
tested.

Another factor making testing R&D expensive is
the question of how new assessment methods will
affect students and teachers. Much of the interest in
developing new assessments (see ch. 6) stems from

the desire to see those assessments eventually
become the basis for system monitoring and other
high-stakes decisions. Validation studies are there-
fore critical. Random assignment experiments, which
are costly, could encounter legal barriers because
students’ lives and educational experiences could be
affected. Validation studies, therefore, may need to
be conducted with quasi-experimental designs, which
suffer from various statistical and methodological
problems.51

Congress has an important role to play in
supporting R&D in educational testing, because
adequate funding cannot be expected from other
sources. Commercial vendors are not likely to make
the requisite investments without some assurance of
a reasonable return; they face strong market incen-
tives to sell generic products that match the curricula
of many school systems. But if these products are so
general in their coverage that they reflect only a
limited subset of skills common to virtually all
curricula, schools may not see the advantage of
adding them to an already strapped instructional
materials budget. States might be willing to foot the
R&D bill, although their education budgets are
generally quite constrained. Moreover, in addition to
costs associated with consensus-building on test
content and evaluation of the anticipated effects of
testing, new performance assessment and/or com-
puter-based methods require basic research on
learning and cognition. Basic education research has
traditionally been a Federal responsibility.

The question becomes how much: how much
should the Federal Government spend on educa-
tional testing R&D? The answer depends on the
choice Congress makes regarding the value of
dramatically enlarging the currently available range
of testing methods. For example, Federal spending
on educational assessment research is roughly $7
million for fiscal year 1992, out of a total education
research budget of close to $100 million.52 This
money is divided almost evenly among NAEP (for
validation studies, evaluation of trial State assess-
ment, and secondary data analysis); development of
new mathematics and science assessments ($6

tt~utiq  op. cit., footnote 8, P. 8.

5oSee~ex~&aWigdor  ~dBert  ~~n  (e&.), vol. 1 @%.shhl@ODi DC: Natio~  ~ademy fi~s, 1991).

51See,  e.g., -d Mti, ‘‘m~cd Issues h Meamring Scholastic Improvement Due to Compensatory Education Programs, ” 
vol. 24, No. 2, 1990, pp. 143-153.

52~uation  rewch ad s~tistics  ~ndfig  ~ fisc~  yew 1~ WM  $94  million.  See U.S. Department of Educatio~
 op. cit., footnote 1, p. 344.
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million over 3 years, administered through the An intermediate funding approach would be to
National Science Foundation); and general assess- target Federal dollars toward:
ment research (through the Center for Research on
Evaluation, Standards, and Student Testing). ●

Substantially more funding would be needed if
Congress chooses to support: ●

cognitive science research on learning a n d
testing,
development of new approaches to consensus
building for test content and objectives, ●

research on the generalizability of new testing
methods across subjects and grades, and
validation studies of new testing methods.

the creation of a clearinghouse to facilitate
continuing and more widespread dissemination
of testing research results and innovations,
continuing professional education for teachers
in the applications of new testing and assess-
ment methods and in the appropriate interpreta-
tions and uses of test results, and
the creation of a nationwide computer-based
clearinghouse of test items from which States
and local districts could draw to develop their
own customized tests.

QL 3
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CHAPTER 2

Testing in Transition

Highlights
●

●

●

●

●

●

Since the 1960s testing in elementary and secondary schools has been caught in a tug between two
powerful forces: increased public attention to test scores because of demands for evidence that the
schools are educating children, and increased demands from educators and students for tests that more
accurately reflect changing educational goals, new curricula, and reforms in teaching.
State-level concerns about the quality of education were the dominant force behind the rise of
high-stakes testing beginning in the mid-1970s. Minimum competency testing, for example, was
embraced by many State policymakers who believed that the imposition of external standards would
boost educational quality. Since then, however, studies of the effects of this testing have led most
educators to question the utility of tests as an instrument of reform.
Two decades of research about learning and cognition have produced important findings about how
children learn and acquire knowledge. These findings challenge most traditional models of classroom
organization, curricula, and teaching methods. Among the most important findings are that teaching
thinking skills need not await mastery of so-called “basic” skills, and that all students are capable of
learning  thinking skills. Many educators now charge that significant changes in classrooms cannot go
forward if traditional tests are to remain the primary indicator of achievement and program success.
The tests must change, they argue, if schools are to change.
Many of the recent challenges to traditional tests have been directed at the norm-referenced
multiple-choice tests most often used to assess educational achievement. It is not just the tests
themselves that create controversy, however. Testing practices-the ways tests are used and the types
of inferences drawn from them-also create many of the problems associated with testing. Appropriate
testing practices are difficult to enforce and few safeguards exist to prevent misuse and
misinterpretation of scores, especially once they reach the public.
Test-use policy is important not only to students and parents but also to teachers and other school
personnel whose own careers may be influenced by the test performance of their pupils. Concern for
the increasing consequences being attached to test scores has helped fuel a backlash against
standardized testing that had been brewing since the expansion of high-stakes testing in the 1970s,
when issues of fairness, test bias, due process, individual privacy, and disclosure were debated in
Congress and the courts.
Although demands for accountability have not abated amid this environment of testing reform, most
educators now urge the development and implementation of new testing and assessment technologies,
and all caution against the use of tests as the sole or principal indicator of achievement.

Overview
Two decades

have convinced

curricula. Others have pinned their hopes on more
high-stakes testing-including yet-to-be-developed

of discussion about school quality national tests—to spur   greater student and teacher
many Americans that their educa-

tional system needs substantial reform to meet the
demands of the next century. Although the country
is far from consensus about exactly what types of
reform are needed, nearly all the initiatives call for
changes in educational testing.

diligence. This group includes educators and policy-
U

makers who believe that new and better tests can
lead to improved learning , as well as those who
believe in conventional tests as a catalyst of change.
Still others fear that more testing of any type will

“

only exacerbate the problems of test misuse and

Some school reformers, primarily at the State unfairness, and will be counterproductive to school
level, have called for changes in testing to monitor reform. These debates should not surprise anyone
student progress in mastering fundamentally new familiar with the U.S. education system: standard-
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ized tests have always been prominent, and discus-
sion of educational reform inevitably involves an
examination of testing.

Since the 1960s Americans have turned increas-
ingly to testing as a tool for measuring student
learning, holding schools accountable for results,
and reforming curriculum and instruction. Testing in
elementary and secondary schools has, therefore,
increased in both frequency and significance. As
shown in figure 2-1, revenues from sales of commer-
cially published standardized tests for K-12 more
than doubled between 1960 and 1989; i.e., from
about $40 million in 1960 to about $100 million in
1989 (in constant 1982 dollars). A recent report of
the National Commission for Testing and Public
Policy estimates that the 44 million American
elementary and secondary students take 127 million
separate tests annually, as part of standardized test
batteries mandated by States and districts.1

Much of this growth in testing occurred during a
period of economic, social, and demographic turbu-
lence, and is attributable to Federal, State, and local
demands for increased accountability.2 These strate-
gies for change, such as performance reporting,
establishing and enforcing procedural standards, and
changing school structure or the professional roles of
school personnel, rely on test information about
schools and students.3

At the Federal level, demands for test-based
accountability emerged as a consequence of substan-
tial new financial commitments to education on the
part of the Federal Government. State-mandated
tests, often designed and administered by State
authorities (rather than by commercial vendors)
have also grown dramatically; State-level concern
with the quality of education, and State-level de-
mands for improvement in the outcomes of school-
ing, have perhaps been the dominant forces behind

Figure 2-l—Revenues From Sales of Commercially
Produced Standardized Tests in the United States,

1960-90

I
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1960 1965 1970 1975 1980 1985

a sales in 1982 dollars.
NOTE: Sales include K-1 2 educational tests.

SOURCE: Office of Technology Assessment, based on data from Filomena
Simora  (cd.), The Lkwvker  Annual (New York, NY: Reed
Publishing, 1910-90).

the rise of standardized testing in the past two
decades.

The pattern of increased testing followed by
increased controversy dates to the initial uses of tests
to stimulate school reform in the 19th century.4 In
different periods the specific causes of controversy
over testing have varied. Today the debate stems
from three main factors.

First, many of the people and school systems
attempting to redesign curricula and reform teaching
and learning feel stymied in their efforts by tests that
do not reflect new education goals. Moreover,
because tests have increasingly high stakes, reform-
ers find that bold new ideas of curricula and
instruction cannot surmount the power of tests to
reinforce traditional learning. For example, the basic
‘ ‘building-block’ ‘ approach to student learning—

INa~lo~  co~~sion on ~~@  ~d ~bli~  p~li~y,  F~om c~f~ke~~er  to Gateway:  TranSfOr~”ng Testing in Arnen’Cu @oston,  MA: 1990), p. 15.
Test publishers claim that the National Commission exaggeratti  in its estimate of testing. For example, the Vice President for Publishing at one of the
largest educational test publishing companies argues that: ‘‘Our data sources indicate that roughly 30 to 40 million standardized tests are administered
annually across the country. . . [at an annual] toti cost of. ..$100 miuon  to $150 million. . . .“ s= Dougl~  Mac~, “~Pic:  Too  Much ~st@3?”

Desk, No. 3, Nov. 15, 1990.
z~e work of Uon Lessinger, “Accountability for Res~ts, “ (Washington DC: U.S. Office of Educatio@ June-July 1969), is

often credited with igniting the most recent wave of accountability in education. For a synthesis and discussion of approaches to accountability in
ducation  see Michael Kirst,  (Washington DC: U.S. Department of Educatio% July
1990).

J$ ~~ moused  Pment ~oup,  for ~mple,  M fo~ow up on tie restits  of a negative school report  card by lobbying the school board for a new
principal. ” Kirst, op. cit., footnote 2, p. 7.

%ee ch. 4.
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the idea that children needed to be solidly grounded
in the basics before acquiring advanced thinking and
problem-solving skills-has been gradually sup-
planted by new research findings. Curriculum spe-
cialists as well as teachers have begun arguing for
new approaches to the definition and instruction of
“higher order skills,” and for changes that could
make tests better indicators of learning.

Second, the demand for test-based accountability
continues to grow. Advocates of test-based account-
ability argue it is an efficient and effective way to
make students, teachers, and schools work harder.
Some go so far as to suggest that raising the stakes
of these tests can put America back on the road to
global economic hegemony: since teachers will
teach and children will study what is tested, the
thinking goes, then the tests themselves cart drive
educational reform.5 Opponents of this view charge
that high-stakes testing sends the wrong signals to
students and teachers, and encourages emphasis on
test taking and test preparation rather than genuine
learning. They also argue that attaching high stakes
to tests threatens the validity of the information
provided by the tests and leads to erroneous policy
inferences.

Third, as the tension surrounding tests increases,
so do concerns about the appropriate use of tests and
the effects of tests on individual rights. The history
of testing is littered with examples of tests being
used in ways not intended by their developers,
tempting policy makers and the public to draw
inferences not supportable by test data.

The three camps-those who support new ap-
proaches to assessment and testing, those who think
more high-stakes testing will improve education,
and those who are worried about ethical and legal
aspects of testing—share a common concern for
raising the quality of American schooling. But their
strategies are crafted from visions of the educational
system and the nature of human learning glimpsed
through very different prisms.

Changing Views of Teaching
and Learning

A quiet but dramatic transformation is occurring
in education as researchers and practitioners rethink
basic beliefs about teaching and learning .  Two
decades of research from developmental and cogni-
tive psychology have produced important findings
about how children learn and acquire knowledge.6

The basic concept in this research is that children are
active builders of their own knowledge, not merely
passive receptacles for information. These research
findings and the instructional theories they have
spawned raise serious challenges to traditional
classroom organizational models, to conventional
curricula, and, in turn, to existing forms of testing.
Moreover, they have rekindled an awareness of the
close links between instructional goals and assess-
ment.

Evolving Views of Learning

In their teaching methods, curricular materials,
and testing methods, many schools today embody a
behaviorist model of learning first popularized in the
1920s. In this model:

. . . learning is seen to be linear and sequential.
Complex understanding can only occur by the
accretion of elemental, prerequisite learnings. . . .
The whole idea was to break desired learnings into
constituent elements and teach these one by one. . . .
The implications of this model for instruction are
conveyed best by . . . [the] metaphor of a brick wall,
i.e., it is not possible to lay the bricks in the fifth layer
until the first, second, third, and fourth layers are
complete. 7

This model assumes that more complex skills can be
broken down into simple skills, each of which can be
mastered independently and out of context. When all
requisite components are mastered, then more com-
plex thinking skills can accrue. According to this
view, the highest levels of knowledge are achieved
only at the later grades and, even then, only by some
students. In this conventional model, moreover, the
teacher is the active partner in the educational

Ssee e,g,, Robefi  ‘‘The School Reform Fraud, “  June 19, 1991, p. A19.

Whe following discussion about constructivist  and behaviorist models of learning draws on Lauren B. Resnick  and Daniel P. Resnick  “Assessing
the Thinking Curriculum: New Tools for Educatioml  Reform, ‘‘ paper prepared for the National Commission on lksting and Public Policy, August 1989;
In-rie  A. Shepard, University of Colorado at Boulder, “psychome~cians’  Beliefs About ~
American Educational Research Association, BostoL MA, Apr. 17, 1990.

“ g,” paper presented at the annual meeting of tie

7Shepud, op. cit., footnote 61 P. 15.
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process, imparting knowledge to a passive student as
though filling an empty jug.

This hierarchical view of complex thinking is
challenged by recent research from the cognitive
sciences.

One of the most important findings of recent
research on thinking is that the kinds of mental
processes associated with thinking are not restricted
to an advanced or ‘higher order’ stage of mental
development. Instead, thinking and reasoning are
intimately involved in successfully learning even
elementary levels of reading, mathematics, and other
school subjects. Cognitive research on children’s
learning of basic skills reveals that reading, writing,
and arithmetic-the three Rs—involve important
components of inference, judgment and active men-
tal construction [see box 2-A]. The traditional view
that the basics can be taught as routine skills, with
thinking and reasoning to follow later, can no longer
guide our educational practice.8

In fact, the term ‘ ‘higher order” thinking skills
seems something of a misnomer in that it implies
that there is another set of “lower order” skills that
need to come first.

Another implication of the hierarchical “brick
wall’ model of learning is the notion that slower
learners need to master low-level skills before they
can move on to more complex skills. This sort of
thinking underlies many compensatory education
programs, in which educationally disadvantaged
children or children who learn more slowly than
their peers spend much of their time confined to
remedial classes consisting of drill and practice. By
a process of remediation through repetition students
are expected to master the low-level skills; many,
however, spend a good portion (if not all) of their
educational careers confined to the mastery of basic
skills through remedial methods. The constructivist
model of learning indicates that these students are
capable of much more than this; this research
suggests that all are naturally engaged everyday in
problem solving, making inferences and judgments,
and forming theories about how the world works.

Several programs designed specifically to focus
on increasing the achievement of disadvantaged

Photo credit: Siemens Corp.

Recent research has emphasized that learning is an
active process that can best be supported in the

classroom by hands-on activities and experimentation.
As curricula and teaching practices change,

new tests will also be needed.

learners provide evidence to support the notion that
these students are capable of learning far more than
basic skills. The Accelerated Schools Program is a
reform experiment designed to accelerate the learn-
ing of at-risk students and close the ‘‘achievement
gap’ while the students are still in elementary
school. The program sets high expectations for
student learning and focuses on the teaching of
critical thinkin  g and problem solving to all students.
Although these programs do not yet have a long
track record, teachers report delight and surprise at
the gains achieved by participating students.9 An-
other program, the Higher Order Thinking Skills
(HOTS) project, provides Chapter 1 students in
grades four through seven with enhanced thinking
skills instead of remediation. The HOTS project has
yielded compelling anecdotal evidence of substan-

8Resni&  md Resnic~  op. cit., footnote 6, p. 2.

gGail  Meister,  Research for Better Schools, “Assessment in Programs for Disadvantaged Students: Lessons From Accelerated Schools,” OIA
contractor repom  April 1991.
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Box 2-A—Fourth Grade Scientists Test a Theory1

For nine winters, experience had been their teacher. Every hat they had worn, every sweater they had donned,
contained heat. “Put on your warm clothes,” parents and teachers had told them. So when the children in Ms.
O’Brien’s fourth grade science class began to study heat one spring day, who could blame them for thinking as they
did?

“Sweaters are hot,” said Katie.

“If you put a thermometer inside a hat, would it ever get hot! Ninety degrees, maybe,” said Neil.

. . . [With O’Brien’s help, the students set out to test these theories.] Christian, Neil, Katie, and the others placed
thermometers inside sweaters, hats, and a rolled-up rug. When the temperature inside refused to rise after 15 minutes,
Christian suggested that they leave the thermometers overnight. After all, he said, when the doctor takes your
temperature, you have to leave the thermometer in your mouth for a long time. Folding the sweaters and hats securely,
the children predicted three digit temperatures the next day.

When they ran to their experiments first thing the next morning, the children were baffled. They had been wrong.
Now they’ll change their minds, and we can move on, O’Brien thought.

But . . . the children refused to give up. “We just didn’t leave them in there long enough, ” Christian said. ‘‘Cold
air got in there somehow,’ said Katie.

. . . [O’ Brien suggested they adjust their experiments and try again.] If, as they insisted, cold air had seeped inside
the clothes overnight, what could they do to keep it out? . . . Neil decided to seal the hat, with the thermometer inside,
in a plastic bag. Katie chose to plug the ends of the rug with hats. Others placed sweaters in closets or in desks, far
away from the great gusts of cold air they seemed to think swept their classroom at night.

. . . On Wednesday morning the children rushed to examine their experiments. They checked their deeply buried
thermometers. From across the room, they shared their bewilderment. All the thermometers were at 68 degrees
Fahrenheit. Confused, they wrote in their journals. “Hot and cold are sometimes strange,” Katie wrote. ‘‘Maybe [the
thermometer] didn’t work because it was used to room temperature.”

Meanwhile, O’Brien wondered in her own journal . . . how long she should let these naive conceptions linger.
[She decided to have the students proceed with] . . . one more round of testing. And so the sweaters, hats, and even
a down sleeping bag brought from home were sealed, plugged, and left to endure the cold.

. . . For the third day in a row in O’Brien’s classroom, the children rushed to their experiments as soon as they
arrived. The sweater, the sleeping bag, and the hat were unwrapped. Once again the thermometers uniformly read
room temperature. O’Brien led the disappointed children to their journals. But after a few moments of discussion, she
realized that her students had reached an impasse. Their old theory was clearly on the ropes, but they had no new theory
with which to replace it. She decided to offer them a choice of two possible statements.

‘‘Choose statement A or B,” she told them. The frost stated that heat could come from almost anything, hats and
sweaters included. In measuring such heat, statement A proclaimed, we are sometimes fooled because we’re really
measuring cold air that gets inside. This, of course, was what most children had believed at the outset. Statement B,
of O’Brien’s own devising, posed the alternative that heat comes mostly from the sun and our bodies and is trapped
inside winter clothes that keep our body heat in and keep the cold air out.

‘‘Write down what you believe,’ O’Brien told the class. [Although some students clung to the “hot hat’ theory
and some did not know what to think, most choose theory B.]

“How can we test this new theory?” O’Brien asked. Immediately Neil said, ‘‘Put the thermometers in our hats
when we’re wearing them. ’ And so the children went out to recess that day with an experiment under their hats.

As Deb O’Brien relaxed during recess, she asked herself about the past three days. Had the children really
changed their minds? Or had they simply been following the leader? Could they really change their ideas in the course
of a few class periods? Would any of their activities help them pass the standardized science test coming up in May?
O’Brien wasn’t sure she could answer any of these questions affirmatively. But she had seen the faces of young
scientists as they ran to their experiments, wrote about their findings, spoke out, thought, asked questions—and that
was enough for now.

IExceqted  from Bmce Watson ad Mctid Ko~ce~  ‘‘Teac~g for concep~al  Chge:  Confronting C~&en’S  Experience, ’ 
 vol. 71, No. 9, May 1990, pp. 680685.
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tial gains in self-esteem and enthusiasm for learning—
as well as achievement test scores—when children
participate in the program for 35 minutes a day over
2 school years.10

Additional evidence suggests that thinking and
reasoning skills can be taught.11 A number of
programs have been designed to teach thinking and
problem-solving skills; some focus on developing
these skills within particular disciplines (e.g., math-
ematics and reading) while others are aimed at
enhancing general thinkin g  skills that would, pre-
sumably, be applicable in many different settings.
The effectiveness of these programs is difficult to
evaluate in the absence of appropriate outcome
measures. Evaluations show students improving on
measures tied to the material taught: students appear
to learn to do the things the program teaches. The
question of whether that learning generalizes is more
difficult to assess, in part because there are few good
outcome measures for these skills.12

The results of these studies suggest some hopeful
beginnings for the design of curricula and teaching
methods focused on “thinking and reasoning skills.
Much of this work is new and experimental.
Experimentation is needed to discern how much
emphasis to place on general thinking skills and how
much to emphasize “dunking skills for specific
knowledge and information. Moreover, knowledge
of how to teach those reasoning skills-at what ages,
using what methods-is still very rudimentary.

In sum, although educators have always at-
tempted to foster reasoning skills, research about
learning and the structure of knowledge suggests
two major changes in how those skills should be
taught. First, thinking skills need not be learned
only after other, more basic skills are mastered.
Second, all students are capable of learning
thinking skills.

Evolving Views of the Classroom

Recent developments in education have con-
verged to make more and more classrooms into vital
laboratories for new teaching and learning  methods.
First, the growing presence of educational technol-
ogy in the classroom, especially computers and
integrated learning systems, is changing the defini-
tions of what children need to know and how to teach
it.

Second, educators are radically rethinking the
structure and content of their disciplines. For exam-
ple, the National Council of Teachers of Mathemat-
ics (NCTM) has proposed fundamental changes in
the content and delivery of elementary and second-
ary school mathematics instruction, changes that
emphasize the use of manipulative objects and the
teaching of analytical reasoning and problem-
solving skills. Mathematics educators have recog-
nized that: “. . . the world is changing so rapidly
that, unless those involved in mathematics education
adopt a proactive view and develop a new assess-
ment model for the twenty-first century, the mathe-
matical understanding of children will continue to be
inadequate into the future;"13 and they have worked
to build consensus on a set of curriculum standards
for K-12 education. Initiatives to revisit science
curricula and teaching methods have also taken hold,
with particular efforts to stress ‘‘hands-on’ science
experiments. In addition, many schools are experi-
menting with the idea of the ‘‘integrated curricu-
lum,” in which central themes or ideas are taught
across disciplines and the school day is no longer
divided into discrete periods labeled by subject.

Third, attention is being directed toward the
development of materials and methods for cultivat-
ing higher order thinking skills (see box 2-B). The
emphasis on fostering reasoning skills has been
bolstered by the widespread recognition that chang-
ing economic and technological conditions will

10S. Pogrow, “Challenging At-Risk Students: Findings From the HOTS Prograq ”  vol. 71, No. 5, January 1990, pp. 389-397.

1 I For descriptions of some of these efforts see R. Glaser, “Education md ~“ g: The Role of Knowledge,” 
February 1984, pp. 93-104; Lauren B. Resniclq  DC: National Academy Press, 198’);  Lauren B.

Resnick  and Leopold E. Klopfer  (eds.), Yearbook of the Association for
Supervision and Curriculum Development (Alexandria VA: Association for Supervision and Curriculum Development 1989); and Norman
Frederikseq  “Implications of Cognitive Theory for Instruction in Problem Solving, ” vol. 54, No. 3, fall 1984, pp.
363-407.

lzRes~c~  op. cit., foo@ote  11.
ls~oms A. Romberg,  E. Anne Zaninnia,  md Kevin F. COlfiS, “A New Worldview of Assessment in Mathematics, ” 

Kulm (cd.) (lW.shingtoq  DC: American Association for the Advancement of Science, 1990), p. 21.
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Box 2-B—Thinking About Thinking Skills

What are “higher order thinking skills”? What do they look like and how do we know when students
have them? The first truism seems to be that they are difficult to define; the second is that they are even harder
to measure.

Social scientists from many disciplines have studied mental processes such as thinking, problem solving,
reasoning, and critical thinking; although they have produced many carefully wrought definitions, consensus
about the nature of these processes has eluded them. Educational practitioners, on the other hand, have less
interest in understanding the precise nature of all possible thinking processes; instead, practitioners are most
concerned about the “. . . complex thought processes required to solve problems and make decisions in
everyday life, and those that have a direct relevance to instruction. ” l One recent attempt to synthesize the
perspectives of philosophers, psychologists, and educators has produced the outline of thinking skills shown
in table 2-B 1. As this table suggests, at least some consensus exists about the kinds of skills educators would
like to include in a thinking curriculum.

IJ.A. tier and J.R. SalmOU  Northwest Regional Edu@iOXItd hbomtory, “Assessing Higher Or&x  TMnking Skills: A
c onsumer’s  Guide,” unpublished report, April 1987, pp. 1-2.

Table 2-B1—List of Thinking and Reasoning Skills

1. Problem solving IV. Divergent thinking skills
A. Identifying general problem A. Listing attributes of objects/situations
B. Clarifying problem B. Generating multiple ideas (fluency)
G. Formulating hypothesis C. Generating different ideas (flexibility)
D. Formulating appropriate questions D. Generating unique Ideas (originality)
E. Generating related ideas E. Generating detailed ideas (elaboration)
F. Formulating alternative solutions F. Synthesizing information
G. Choosing best solution
H. Applying the solution V. Evaluative thinking skills

L Monitoring acceptance of the solution A. Distinguishing between facts and opinions

J. Drawing conclusions B. Judging credibility of a source
C. Observing and judging observation reports

Il. Decisionmaking D. Identifying central issues and problems
A. Stating desired goal/condition E. Recognizing underlying assumptions
B. Stating obstacles to goal/condition F. Detecting bias, stereotypes, cliches
C. identifying alternatives G. Recognizing loaded language
D. Examining alternatives H. Evacuating hypotheses
E. Ranking alternatives i. Classifying data
F. Choosing best alternative J. Predicting consequences
G. Evaluating actions K. Demonstrating sequential synthesis of

iii. inferences
information

L Planning alternative strategies
A. inductive thinking skills

1. Determining cause and effect
M. Recognizing inconsistencies in information

2. Analyzing open-ended problems
N. Identifying stated and unstated reasons

3. Reasoning by analogy
O. Comparing similarities and differences

4. Making inferences
P. Evaluating arguments

5. Determining relevant information VI. Philosophy and reasoning
6. Recognizing relationships A. Using diaiogicai/dialectical approaches
7. Solving insight problems

B. Deductive thinking skills
1. Using logic
2. Spotting contradictory statements
3. Analyzing syllogisms
4. Solving spatial problems

NOTE: This list is basedon aeompilation  and distillation of ideas from many edueators  and psychologists. See original
source.

SOURCE: JA. Arter and J.R. Salmon, Northwest Regional Education Laboratory, “Assessing Higher-Order Thinking
Skills: A Consume<s  Guide,” unpublished report, April 1987, p. 3.
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require upgrading the cognitive skills of the work
force. 14 The combined effects of research on learn-
ing and public concern for the state of the education
system have led some educators to suggest that
reasoning should be considered as ‘‘the fourth R.’’15

In classrooms across the country, teachers are
experimenting with ways to teach critical thinking
and comprehension along with basic skills and
information.

Implications for Standardized Testing

Educators trying to implement these new ideas
and classroom practices have found themselves face
to face with the dominance of standardized norm-
referenced tests as the sine qua non of educational
effectiveness. Many have found their new programs
being judged by tests that do not cover the skills and
goals central to their innovations, Those working on
integrated curricula, anew vision of mathematics, or
hands-on learning environments have found their
new programs measured by tests designed for very
different goals. Thus, anew and energetic movement
has emerged focused on developing assessments
more closely aligned with new curricula, learning
methods, and valued skills.

The press for reform of tests to better match
instruction and curricula comes from many sources.
Educators are recognizing the potential of computers
to change testing just as they are changing learning.
Curriculum reform groups, such as the NCTM
standards committee, are seeking assessments better
matched to their curricular and evaluation standards.
Educators working to increase the achievement of
disadvantaged learners express frustration that many
of their critical program goals are not measured by

existing standardized tests.16 A common theme is
that transformation of education cannot occur as
long as tests embrace obsolete concepts about
learning. Without new assessment instruments, it is
difficult to ascertain whether reforms in instruction
and curriculum are working.

What implications does a focus on thinking skills
and active learning have for test design? Reformers
trying to implement a thinking curriculum agree on
the need for changes that will better focus on
reasoning skills and deep understandings. Test
designers have always advanced the idea that an
achievement test should be designed to reflect the
goals of the curriculum. Most current achievement
tests were constructed by careful delineation of the
subject matter (e.g., reading, language arts, and
mathematics); experts in the subject matter areas
were largely responsible for specifying the domains
of information and the skills to be mastered.
However, “. . . a clear definition of the subject-
matter content is essential, but insufficient by itself.
An understanding of the learner’s cognitive proc-
esses—the ways in which knowledge is represented,
reorganized, and used to process new information—
is also needed. ’ ’17

Until recently most attempts to incorporate cogni-
tive skills into test design were modeled on Bloom’s
taxonomy of cognitive behaviors,18 which attempts
to organize and classify the cognitive skills children
are supposed to acquire. The taxonomy reflects a
behavioral approach to learning; educational objec-
tives are written as clearly delineated, mutually
exclusive categories of behavior that can be ob-
served, counted, and classified. Tests based on this
taxonomy are organized according to a content-by-

ldAl~oughmost  tiysts agree  tit some improvement in thinking skills will be beneficial, there is disagreement over how high to raise the threshold.
The disagreement stems from conflicting interpretations of data on the productivity of the work force currently and on the effects of technological change
on future still  requirements. For an eloquent discussio% see Richard Murnane, “Education and the Productivity of the Work Force: Looking Ahead,’

R. Li@ R. Lawrence, and C. Schult=  (eds.) (Washington, DC: Brookings  Institution 1988), pp. 215-246.

15R. Glaser  ‘ ‘me Foti R: me Ab~@ to Re~o~’ paper presented to the Federation of Behavioral, Psychological md Cogtitive  Sciences  Scienw
and Public Policy  Seminar, June 1989; and Larry Cub~ “Policy and Research Dilemmas in the Teaching of Reasoning: Unplanned Designs, ’ 

vol. 54, 1984, pp. 655-681.
16s= Meister,  op. Cit., foo~ote  9.

Desig~’ proceedings of the 1985 ETS Invitational Cotierence,
Eileen E, Freeman (cd.) (Princetom  NJ: Educational ‘Iksting Service, 1986), p. 73.

18B.s. Bloom  (cd.), Tuonomy  ojEducan’o~l  objectives: The  classification  ]<ognihVe  Domin  (New  York ~:

Academic Press, 1956). This discussion of the applications of Bloom’s taxonomy to achievement testing is drawn from Romberg et al., op. cit., footnote
13. See also Edward Haertel and Robert Calfee, “School Achievement: Thinking About What to lkst, ”

er 1983, pp. 119-132.



Chapter 2—Testing in Transition  . 51

behavior matrix. As the example in figure 2-2
demonstrates, one axis of the matrix lists the content
areas and the other axis describes the skills test
takers are expected to demonstrate within each
content area (in this example, computation, compre-
hension, application, and analysis). Items are de-
signed for each cell in the matrix. Despite changes
over time in the specifics of each axis, the matrix
approach to test design has persisted because ‘‘. . . it
permits a rapid overview of the entire structure [of
a test] and relative emphasis on one part or
another." 19

Some critics of the taxonomic approach feel that
the matrix oversimplifies the complexity of knowl-
edge and how students acquire it. Subject matter
experts from various content disciplines have criti-
cized the way that such matrices artificially divide
both content and skills into mutually exclusive
categories, ignoring complex interrelationships. In
fact, the matrix form, by its very nature, suggests
" . . . relationships which are simple, numerically
restricted and linear . . .’ ‘20—an outmoded concept
that views thinking skills as hierarchically nested
atop one another, with the learner moving from
simple thinking skills to more complex ones as
achievement advances.

Cognitive Research: Implications for
New Test Design

Since the publication of Bloom’s taxonomy,
considerable research has been conducted about the
nature of the cognitive processes involved in learn-
ing. The findings from cognitive sciences research
provide a basis for different kinds of instruction,
curriculum materials, and tests that more closely
resemble the processes involved in learning and
thinking (see box 2-C). Findings from research on
learning and cognition imply at least three broad
changes for educational tests:

Knowledge is a complex network of informa-
tion and skills, not a series of isolated skills
and facts. Tests designed to assess knowledge
must reflect this complexity both in the tasks
they require children to complete and the
criteria they use to evaluate a child’s knowl-
edge.

Figure 2-2—Example of Content-by-Behavior Matrix
for a 60-item Mathematics Test

Content areas

Behavior
Number
systems Geometry Algebra Total

Computation 15 8 7 3 0

Comprehension 5 5 5 15

Application 5 3 2 10

Analysis o 4 1 5

Tot al 25 2 0 15 60 i t e m s

NOTE: The values in the cells represent the number of items on the test.
Matrices like this are used in planning and designing tests.

SOURCE: Office of Technolow Assessment,  1992. Based  on a ~ncePt
discussed in Thom;s  A. Romberg, E. Anne Zarinnia, and Kevin
J. Collis,  “A New Vkxldview  of Assessment in Mathematics,”
Assessing Higher Order Thinking in Mathematics, G. Kulm (cd.)
(Washington, DC: American Association for the Advancement
of Science, 1990).

2.

3.

The research suggests important new possibili-
ties for tests that can diagnose a student’s
strengths and weaknesses. Diagnostic tests,
informed by cognitive science research, may
help teachers recognize more quickly the
individual learner’s difficulties and intervene
to get the learner back on track. The shift
toward educationally diagnostic tests is an
important one; it represents a move away from
seeing tests as predictive indicators of a fixed
‘‘ability to learn’ to tests that can help shape
instruction so ‘‘all can learn. ’ ’21

Because research indicates that much learning
and thinking is active and occurs within a
specific context, assessment of some skills
may require testing methods more closely tied
to the active learning process. Tasks may need
to resemble what students should be able to do,
and thus what they spend their time doing in
the classroom. It is likely that tests that allow
children to manipulate materials, explore naive
theories, and demonstrate everyday cognition
will more accurately reflect their competence
levels across a range of skills. Instruction and
assessment can be designed to focus on
learning in context; as this happens more,
especially in the new forms of assessment
commonly referred to as ‘performance assess-

l~Rombcrg et al., op. cit., fOOtnOte  13, p. 9.

~)lbid,, p. 15.

~lSee,  e.g., J.W. Pellegrino,  “Anatomy of Analogy, ” Psychology Xx@,  vol. 19, No. 10, October 1985, pp. 48-54.
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Box 2-C—Tests as Avenues to Individualized Learning

Cognitive and developmental psychologists tend to look for patterns and similarities in the way people think
and learn. While research has documented some general patterns, it has also found tremendous individual variation
in the rates at which children learn and develop. Other research has drawn attention to the importance of individual
differences in social, emotional, and motivational characteristics that affect children’s learning. Still others have
focused on the modality or “style” by which different children learn. Many have reasoned that if tests can diagnose
1earning styles, then they can aid in the development of improved instructional techniques matched to individual
learning styles. There have been many theories, but no consensus on what those different learning styles look like.
Attempts to match learning styles to styles of instruction were initially popular in special education, but the research
has not held up in part because the measures for diagnosing learning styles are not reliable enough and do not show
expected relationships with achievement.l

Nevertheless, the research suggests that the “ability to learn” (a commonly used definition of “intelligence”)
is not a fixed unitary trait: individuals do not have a certain amount of it that predetermines how well and how much
they can learn. The model of learning disabilities provides a well-accepted example of how one or two areas of
weakness, such as recognition of written words, can interfere with a child’s skills across a broad range of academic
areas. While in the past these children were often seen as unable to learn, or worse yet as ‘dumb,’ their capabilities
are now recognized. Many such children need alternative learning methods in order to acquire necessary skills.
Every child brings to any learning situation a complex profile of strengths and weaknesses as well as past learning
and experience. Diagnostic tests can describe in detail the actual skills of a child in areas related to instruction.
Strengths can then be used by the teacher to support and guide 1earning in more difficult areas.

One attempt to describe children’s skills more broadly is a recent effort to outline “multiple intelligences.”
Although theories of the multiple components of intelligence have been around for a long time, Howard Gardner’s
work suggests that most of our current approach to education, as well as assessment, has relied heavily on
developing two types of intelligence, which he calls “logical-mathematical” and “linguistic.”2 Drawing on
evidence from multiple sources, including neuropsychology and child development, Gardner has proposed an
additional five types of intelligences: musical, spatial, bodily-kinesthetic, interpersonal, and intrapersonal. A
student can be represented by a profile of “intelligences,’ each of which is relatively independent of the others.3

Several educational pilot programs have grown out of this theory. One, the Key School in Indianapolis,
attempts to maximize instruction across all seven areas and uses report cards that evaluate children in each. Another,
Project Spectrum, has attempted to develop assessment activities that capture the seven competencies in preschool
children. The goal of these efforts is to provide a profile of strengths and weaknesses across the seven areas that
can be used to direct educational resources to the child; such a profile could help parents and teachers build on
strengths or bolster areas of weakness during the early years.4

The theory of multiple intelligences provides one model for broadening traditional views about which skills
and competencies are important and require nurturing in the school years. As one policy maker has noted:

Gardner’s work has been important in attacking the monolithic notion of intelligence that has undergirded much
of our thinking. we are beginning to see that education is not meant merely to sort out a few children and make them
leaders, but to develop the latent talents of the entire population in diverse ways?

 c-,  on the Braim Implications for hstructiou”  vol. 71, No. 5, Jamuuy 1990, pp. 372-377;
and Kenneth A. Kavcle  and Stevcm R. Fomess,  “Substance Over Style: Assessing the Efficacy of Modality T&sting  and ‘Raching,”

 vol. 54, No. 3, 1987, pp. 228-239.
zlrowti  Giu@x, Fr~S Of Mind (New Basic Books, 1985). For a fuller discussion of the COntiktions ofs~

Guilfor&  llmrstone, and other researchers whose work was based on different theories of the structure of intelligence, see, e.g., Raymond
Fancher, of IQ Controversy (Nw York NY: W.W. NortoL  1985).

SW work Of Row st-, mother  ~~em  pioneer of rn~tiple  inte~~,  While focused  ~ly on dldts  mther ~ SChOOl

childreq  also has important implications for instruction and assessment. See, for example, his book of 
Cambridge University Press, 1985).

4For _ de~ption  of ~se pm- ~ we W* “NeW Views of H- hltellig~,” NeW York ~“~$ Magcl~ne, pm 2,
The Good Health Magazine, Apr. 29, 1990; and Howard Gardner and Thomas Hata “Multiple Intelligences Go to SclmoL”

vol. 18, No. 8, November 1989, pp. 4-9.
5R~o~ Brown, Director  of c~~mtions  for & ~u~tion Commission of tie S@&$!,  quoted  in W@ Op. Ci~, fOOtIIOte  4, p. 30.



ment” (see ch. 7), the lines between assess-
ment and instruction blur. Assessment be-
comes feedback to the learner, which in turn
promotes further learning and growth.

There are many more specific ways in which the
findings from cognitive psychology could find their
way into test design, but few areas of cognitive
research are ready for immediate translation into
new achievement tests. Thus, any test designed
using new cognitive findings is likely to require
considerable research and development before the
thinking skills that underlie the test can be measured
with confidence.

The emergence of new theories of cognition and
new instructional strategies raises a fundamental
question about the nature of the relationship between
curriculum and assessment. Those who advocate
reforming tests to more closely parallel new theories
of learning tend to believe that tests should follow
curriculum and instruction. In this regard, they echo
principles of educational test design well established
in the literature of educational measurement.22 The
first step to improving education, according to this
view, is to establish what it is students are supposed
to learn and how they are most likely to learn it; the
next step is to develop instructional approaches; and
the last step is to develop assessment instruments
that appropriately measure this content and track the
learning process.

Tests as Tools of Educational Reform

Everyone would agree that there is bound to be
some back-and-forth motion in this process: decid-
ing how children are most likely to learn something
can be informed by assessments of their learning in
progress. However, another camp of test reformers
models the relationship explicitly as one in which
tests drive instruction. Since teachers will teach and
students will study what is tested, they argue for the
development of tests covering content children
should learn; curriculum and instruction will then
fall into place. This section demonstrates how this
view helped spur the rise of high-stakes tests as
instruments of policy reform.

&&”

Photo credit: American Guidance Service, Inc.

Many educators urge that tasks on tests resemble the skills
students should acquire in school. In mathematics, for

example, tests like the one pictured above alIow children to
manipulate materials or use tools such as calculators.

Educational testing has long been viewed as a
means to enforce accountability, inform education
policy, evaluate educational progress, and reform
the structure and content of teaching and learning.23

Beginning in the mid-1960s and continuing through
the 1970s and 1980s, the reliance on tests toward all
these ends began to increase at all levels of
government, but especially for accountability pur-
poses and most frequently at the State level.

As accountability became a major force in educa-
tion policy, the response most often took the form of
rising demand for standardized achievement testing.
Although many States and the Federal Government
continued to collect other school performance data
(such as dropout rates and various economic indica-
tors), testing was the vehicle of choice. At the
Federal level, policymakers wrote requirements for
objective evaluations (usually interpreted as stand-
ardized tests) into programs of aid to elementary and
secondary schools. At the State level, legislatures in
25 States enacted statewide minimum competency
tests that affected critical decisions, such as grade

College Publishing, 1984); and George Madaus  and Daniel Stufflebearn,  (Bosto%  MA: Kluwer
Academic Publishers, 1989).

13sW ch. 4 for a fuller discussion of the history of educational testing in the United s~le.s.
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promotion or high school graduation. And at the
local level, school boards and school administrators
began to look at tests as a tool for satisfying public
demands for accountability, providing information
about how their students compared to others, and
gauging their schools’ progress toward local goals.

To the chagrin of many school people, Federal,
State, and local district demands for test-based
accountability data often addressed different issues,
with each level of government acting as if data
collected for the other levels was off the mark or
untrustworthy and making little effort to coordinate
the multiple testing requirements. It was hardly an
accident that policy makers embraced standardized
tests as a means to enforce accountability; this was
a tradition with roots in the earliest days of the public
school movement (as described in greater detail in
ch. 4).

One of the appealing aspects of tests is that they
enable outsiders—parents, legislators, and the gen-
eral public-to leverage the internal workings of
schools. One commentator has likened tests to
‘‘remote control’ devices, affording policymakers a
sense of control over classrooms from a safe
distance. 24 Another appealing feature is that testing
conforms to a logic that sounds right: if the stakes are
high enough, then teachers and students will change
their behaviors in ways that improve test scores,
leading to increased learning. The facts that tests
may not be designed to serve this purpose, and that
higher test scores do not necessarily mean increased
achievement, are often overlooked. Finally, test
scores serve a powerful symbolic function. A steep
trend line on a graph can be strong ammunition in
political struggles over the quality of schools.
Whether the data are reliable and meaningful,
though, are issues that are often relegated to the fine
print once the headlines have left their marks.

A Climate Ripe for Growth

The reliance on tests as policy tools and the rapid
adoption of high-stakes testing programs were not
the result of a carefully coordinated national strategy
to improve schooling. Rather, they reflected the

convergence of several demographic, social, and
economic trends that began in the 1960s.

Demographic Trends

The Baby Boomer cohort was a bulge in the
demographic python. And as it moved through the
K-12 system in the mid-1960s and early 1970s, it
created unprecedented demands on school manage-
ment, particularly in urban and suburban school
systems, the centers of growth. As in earlier periods
of demographic change, expansion of the school
population led to heightened demand for additional
sources of information about student achievement,
over and above the judgments of teachers and
administrators. Moreover, as access to education
expanded for minority, immigrant, and low-income
children, and in the late-1970s for children with
disabilities, schools came under increased pressure
to meet the needs of a more diversified student
population. Fairness in the allocation of educational
opportunities, always a cornerstone of the American
public school ethos, rose once again to the top of the
education policy agenda.

To confront these demographic changes in an
efficient way, schools acted in the 1960s and 1970s
in ways that mirrored their reactions to change in
decades past: they looked to the world of business,
and attempted to adapt techniques such as consolida-
tion, standardization, classification, and, some might
argue, bureaucratization. Small districts and rural
districts that had lost population to urban and
suburban areas consolidated; between school years
1963-64 and 1973-74, the number of public school
districts in the United States decreased almost by
one-half---horn over 31,000 to less than 16,000.
Moreover, school systems of all types began relying
more on tests to obtain information on larger student
bodies in an efficient and objective manner, as well
as to make decisions about sorting and tracking
students within these bigger organizational struc-
tures.

Social Trends

The civil rights movement had a significant effect
on American education in general and on testing
policy in particular. In addition to raising issues

us= ~ Cubq  $ ‘me  Misuse of Tests in wucatio~ “ OTA contractor repo~  Sept. 9, 1991. As described briefly in ch. 4, the use of standardized
tests in schools began around the same time that expansion in the size of business led to the need for standardized data on the performance of business
units. See, e.g., George Madaus, ‘‘Testing as a Social Technology, ’ Inaugural Annual Boisi Lecture in Education and Public Policy, Boston College,
Dec. 6, 1990; and Alfred Chandler, (Cambridge, MA: Harvard University Press,
1977).
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about student classification and disaggregation of
achievement data, the civil rights movement called
attention to the vast disparities that existed in the
quantity and quality of education available to
children from different racial and ethnic back-
grounds. It also helped fuel a broader discussion of
the educational inequities experienced by poor and
disadvantaged children of all backgrounds, includ-
ing rural white children, migrant children, and
limited-English-proficient children.

Passage of the 1964 Civil Rights Act decisively
settled the congressional battles over desegregation
that had hampered past school aid bills, and paved
the way for a significant Federal role in education.
On the heels of the Civil Rights Act, Congress
passed a host of social legislation—programs for
education, welfare, health, labor, housing, and
nutrition-all aimed at improving the lot of the
economically disadvantaged. With those programs
came a renewed interest in survey research and in the
development of outcome-based measures to justify
the money being spent.25

Economic Trends: Concerns About
Competitiveness

The Nation’s reaction to the Sputnik launch in
1957 foreshadowed the way that school systems
would respond in subsequent decades to perceived
threats to America’s international competitiveness.
Looking for ways to explain second-rate technologi-
cal performance, leaders and the public seized on the
apparently uninspired performance of American
students in mathematics and science as a key reason
why the United States was losing the space race.
Consensus began to emerge that schools needed to
place more emphasis on these two subjects. Con-
gress passed the National Defense Education Act,
the first substantial influx of Federal aid to ele-
mentary and secondary education, targeted at mathe-

matics and science, and also containing a notable
provision authorizing funds for guidance counseling
and testing to identify high-ability students.

Variations on this pattern of concerns about
student achievement igniting public debate and
propelling a nationwide response were to be re-
peated in later decades. For example, when A Nation
at Risk linked falling Scholastic Aptitude Test
(SAT) scores with eroding economic competitive-
ness, it was the States that responded aggressively
by adopting more rigorous graduation requirements,
initiating a range of other reforms, and, in some
cases, providing significant additional funding for
schools (developments that led to more standardized
testing, as will be noted later.)26

Another trend related to economics merits men-
tion. In the 1970s, educational researchers began
applying some of the principles and vocabulary of
economics to education, assessing the efficiency and
cost-effectiveness of education in terms of inputs
and outputs. Most of these studies measured outputs
in terms of standardized achievement test scores,
some in conjunction with other quantitative meas-
ures.27 This trend in the academic research mirrored
the shift occurring in the broader policy community.
It was during this period that Congress amended
several Federal programs-including the Job Train-
ing Partnership Act and the Vocational Education
Act—to emphasize outcome measures or perform-
ance standards in program evaluation.28

Changes in School Finance: Growth in Federal
and State Support

The debut of the Federal Government as a
significant partner in education during the 1960s,
and the surge in State reform initiatives during the
1970s and 1980s, transformed the dynamics of
school finance. In school year 1959-60, the lion’s
share of revenues supporting public elementary and

X< Csome ~roponent~ of social }egislatlon  rcslst~ my  auountability, believing that such could not be measured when ~cluding  tie soci~ goals of
the programs. ” Donald Scnese, fomncr  assistant secretary for Educational Research and Irnprovemeng  personal communication August 1991.

26A Natzon  ~t Rz~k is ~ong tie most cited government repo~  on edu~tion  ~ the  paSI 50 ye~,  ~d arguably  one of the most ~llendd hl SplllThlg
a range of school improvement efforts. It is important to note, however, that the findings in that report did not go entirely unchallenged. See, e.g., L.
Stedrnan and Marshall Smith, ‘ ‘Recent Reform Proposals for American Educatiow’ fall 1983, pp. 

27 For a recent  review  of ~s lltera~e  see Efic A. H~ushe~ ‘ ‘me  Economics of Schooltig:  ~oduction  md Efficiency in Public  Schools,” 
24, 1986, pp. 1141-1 177; Richard Murnane, “Interpreting the Evidence on ‘Does Money Matter?’ “ 

vol. summer 1991, pp. 457-464; and Henry M. Levi% “Mapping the Economies of Education: An Introductory Essay,”
Educutionuf  Researcher, vol. 18, No. 4, May 1989, pp. 13-16. It is important to note that many of the economists working in this field recognized the
limitations of achievement test scores as outcome measures, but the scores did offer a relatively neat quantitative approach to estimating the input-output
models of interest.

nS&, e.g., u.S. Congress, Office of Technolo~  Assessment, ‘‘PeIfO~ce Standards for Secondary School Vocational Educatioq’  background
paper of the Science, Education, and Transportation Program, March 1989, for discussion of the shift to outcome-based measures of public programs.
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secondary education-almost 57 percent--came
from local sources; States provided 39 percent and
the Federal Government a mere 4 percent. As shown
in table 2-1, by 1969-70, a few years after the Federal
Elementary and Secondary Education Act had begun
channeling over $1 billion annually to schools, the
Federal share had risen to 8 percent, with States
holding their own, and local support declining. A
decade later, States had become the primary source
of educational revenues, with a share approaching
47 percent. In recent years, the State share has
continued to move up as the Federal share has
declined, so that States now provide about one-half
the funding for education.

The increase in Federal and State support brought
about some important changes in school finance: it
helped reduce revenue disparities between school
districts, which formerly had depended on local
property tax receipts for over one-half their income;
and it targeted additional resources to students,
subject areas, or urgent problems deemed to warrant
Federal or State attention. But with new money came
new overseers and greater demands for measurable
results. A principal source of Federal accountability
requirements was ‘‘compensatory education, ’ a
program created in 1965 by Title I of the Elementary
and Secondary Education Act. Renamed Chapter 1
in 1981, this program has been the cornerstone of
Federal aid to elementary and secondary schools.
From the beginning, legal requirements to evaluate
the effectiveness of this program in meeting the
educational needs of educationally disadvantaged
children have resulted in increased reliance on
standardized norm-referenced tests. As discussed in
depth in chapter 3, the Federal Government has had
a powerful impact on U.S. testing practice because
of the evaluation and reporting requirements of
Chapter 1 legislation.

Developments in the Testing Industry

Economic trends influenced assessment in yet
another significant way. Advances in testing tech-
nology and psychometric research, accompanied by
expansion of the testing industry, made wide-scale
testing more affordable for school districts and more
profitable for testing companies than ever before.
While technological, research, and corporate devel-

Table 2-l—Sources of Revenues for Public Elementary
and Secondary Schools (in percent)

1959-60 1969-70 1979-80 1987-88

Federal . . . . . . . . . . . . . . . . 4.4% 8.0% 9.8% 6.3%
State . . . . . . . . . . . . . . . . . . . 39.1 39.9 46.8 49.5
Local . . . . . . . . . . . . . . . . . . 56.5 52.1 43.4 44.1
SOURCE: U.S. Department of Education, National Center for Education

Statistics, Digest of Educatiomd SWisties, 1990 (Washington,
DC: 1991), p. 147.

opments alone did not create the demand for
testing-that demand existed well before the advent
of specific scoring or testing technologies-they
provided powerful efficiency arguments in favor of
standardized, machine-scorable tests.

But at the same time as machine-scorable testing
was gaining ground as the vehicle of choice to
manage the assessment demands of the period,
curriculum experts and educational psychologists
were busy crafting revised theories of human cogni-
tion and learning (as discussed above). Indeed, they,
too, were strongly influenced by the apparent
decline in American students’ performance—
compared to students in other nations-and by the
fear of America’s irreversible loss of international
competitiveness. Their response, though, was to
rethink thinking, and among the results emerging
from this evolving line of research are prescriptions
for radical changes in the technologies and uses of
educational assessment.

The Net Result

Taken together, these demographic, economic,
and social factors created a climate in which the use
of tests as policy tools could take root and thrive. As
summarized in a seminal National Academy of
Sciences report:

The most significant development in management
(and testing) in recent years has been the increasing
demand for central oversight of educational results.
This comes partly because of the increased reliance
of local schools on State funds since the late 1960s,
partly because education has come to be viewed
explicitly as a weapon with which to combat poverty
and increased equality, and partly because of a
suspicion that teachers and local administrators are
falling down on the job.29

 con$eque~es, uti pm 1, ~poll Of I.he COmUdlt~
(Washington DC: National Academy Press, 1982), p. 170.
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States, Tests, and Minimum
Competency

Although the Federal Government has wrought
changes in education of indisputable importance, the
main arena for the events commonly thought of as
the school reform movement has been the States.
Education reform can mean many things and can be
conducted in quite different ways. In general, the
term connotes efforts to improve the quality of
educational outcomes through changes in one or
more aspects of the school system. Some reforms,
such as the decentralization of decisionmaking that
took place in the New York City schools in the late
1960s, 30 address the actual organization of school-
ing. Others focus on curriculum, teacher or adminis-
trator salary structures, or student tracking and
grouping policies.31

Spurred by public demands for more accountabil-
ity in education, States have taken on new and
increasingly activist roles in education—and in
education reform-over the past 15 years. In gen-
eral, State-initiated reforms of the 1970s were ‘‘top
down’ in nature: States identified their priorities,
often in the forums of the legislature and State Board
of Education, and set standards for all local school
systems.

Tests have been essential components of most
State-mandated reforms and have been asked to
fulfill many new functions, such as determining the
allocation of resources or persuading individuals
and organizations to change behavior. In fact, States
have been the main practitioners of high-stakes
educational testing. For these reasons, the State
experience with mandated reforms is a good illustra-
tion of some of the effects of externally developed
standards on educational practices.

Minimum Competency Testing: Definition

Perhaps the most significant manifestation of the
vigor with which States approached reform was the

growth of minimum competency testing (MCT) that
occurred during the late 1970s and continued into
the 1980s. MCT refers to programs mandated by
State or local agencies that have the following
characteristics:

●

●

●

All or almost all students in designated grades
take paper-and-pencil tests designed to meas-
ure a set of skills deemed essential for future
life and work.
The State or locality has established a passing
score or acceptable standard of performance on
these tests.
The State or locality may use test results to: a)
make decisions about grade-level promotion,
high school graduation, or the awarding of
diplomas; b) classify students for remedial or
other special services; c) allocate certain funds
to school districts; or d) evaluate or certify
school districts, schools, or teachers.32

Within this general framework, minimum compe-
tency tests can vary greatly in their design, format,
uses, and applications to high-stakes decisions.

Impetus for MCT

MCT is a genuine example of a grassroots
phenomenon, with the impetus coming mostly from
outside the educational system.

33 Fueled first by
popular writers, employers, and the media, and later
by a proliferation of education reform panels, a
movement began to catch fire among parents and
other citizens who were already somewhat disillu-
sioned with the schools. In the minds of this group,
the symptoms of educational distress were all
around, apparent to anyone who dared open his eyes:
standards had been relaxed to the point that a high
school diploma no longer meant anything; students
were leaving school without the basic reading and
mathematics skills they needed to succeed in work
or higher education; pupils were being promoted to
higher grades automatically, regardless of achieve-
ment; too little time was being spent on instruction
and too much on “hills”; and too many teachers

York, NY: Basic Books, 1974), ~Peci~~Y PP. 251~”
slF~r  ~ ~evlew  of recent school refom effo~s,  see, e.g., ~ucatio~  Tes~g  Service, The  Education policy information Kpoll

(Princeton, NJ: 1990). For analysis of the role of testing in the reform movements of the 1970s and 1980s,  see Douglas A. Archbald,  University of
Delaware, and Andrew C. Porter, University of Wisconsiq Madison, ‘‘A Retrospective and an AnaIysis of the Roles of Mandated Testing in Education
Reform, ” OTA contractor report, January 1990.

szRo~d  A, Ber~ “Minimum Competency Wsting: Status and potential, ’ Barbara S. Plake and Joseph C. Witt (eds.)
(Hills&de,  NJ: L. Erlbaum  Associates, 1986), pp. 88-144.

J~.Archbald  and Porter, op. cit., footnote 31. See also Barbara hmer, “Good News About American Educatiom’ vol. 91, No. 3, March
1991, pp. 19-25.
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were incompetent.34 A symbol that became inextri-
cably linked with deteriorating educational quality
and perhaps more responsible than any other for
erosion in public confidence was the steady drop in
SAT scores that began in 1963 and persisted through
the 1970s.35

This movement, which led to the adoption of
MCT by many States, was an outgrowth of the
“back to basics” movement of the 1970s—itself a
backlash against the educational experimentation
and general social permissiveness that had charac-
terized the previous decade. A public grown suspi-
cious of such innovations as schools without walls
and student-centered learning, or the elimination of
dress codes and the expansion of electives, came to
believe that major changes-more rigorous stand-
ards, a curriculum rooted in the ‘‘three Rs"—were
needed. But many people believed that since local
teachers and administrators were part of the prob-
lem, they could not be relied on to make the needed
reforms without outside pressure. Seeking support
from the Federal Government was an unappealing
alternative to those who feared an infringement on
State and local control of education or the enactment
of Federal mandates.

Eventually public pressure focused on the States
as the level of government best positioned to direct
education reform. State Government was close
enough to grassroots to understand community
standards and needs, but possessed enough authority
to put pressure on recalcitrant school districts. It was
largely elected State officials-State legislators and
State Board of Education members—who found
themselves at the center of the debate over education
reform. It is significant that elected officials, more
than professional educators, took the lead on MCT
Many State legislators were already sympathetic
with the back to basics movement and were willing,
even anxious, to show their support through spon-
soring legislation. In addition, the fact that State

legislators were not part of the educational establish-
ment may explain their faith in the power of tests to
bring about major change in education. Finally, as
some researchers have observed: ‘‘As non-educa-
tors, enthusiasts of competency testing [were] free to
focus on the results and to pay little heed to the
processes by which they might be achieved. "36 State
legislators may have viewed this freedom as a plus;
by enacting MCI’ they could appear to be doing
something significant about education reform with-
out seeming to encroach too much on local control
or venture into instructional areas they knew little
about.

The basic idea behind MCT was an appealing one
to many State policymakers. In developing the tests,
States could create some uniform, external standards
that emphasized those skills deemed especially
important to literacy and life success. By further
tying these standards to promotion, graduation, or
other educational way stations, it would focus
instruction and learning on critical areas.37

The Rise of MCT

By the mid-1970s, the climate was ripe for action
in many States. States had already begun to pick up
a greater share of the costs of education, and the
principle that he who pays the piper calls the tune is
a time-honored one in the educational arena. And in
many States, the use of tests as accountability tools
was a well-established principle (witness the exis-
tence of State licensing examinations in a range of
professional fields, or the State Regents’ examina-
tions in New York). In addition, early MCT pro-
grams in Denver, Florida, and Georgia had set a
precedent and piqued the interest of policymakers
from other States.

The major expansion in MCT that occurred during
the 1970s and 1980s was a watershed event in testing
policy. Prior to 1975, only a few States mandated
MCT. The peak growth period for statewide compe-

 op. cit., footnote 32.
35 George Madaus, ‘‘Testing and Policy-True Love, Shot Gun Wedding or Marriage of Convenience?’ paper presented at the annual meeting of the

National Council on Measurement in EducatioL New Orleans, LA, April 1984. The sudden (and short-lived) upturn in Scholastic Aptitude lkst scores
beginning in 1979 is evidence for some analysts of the effectiveness of the minimum competency testing movement. See Lemer, op. cit., footnote 33,
for the most ardent formulation of this causal argument.

sbw~t Haney and George Madaus, “Making Sense of the Competency lksting Movement, ’ November
1978.

37 CI-itiCS  took a much  dimmer view of what they saw as the red  fimction Of minimum competency testing: “When penalties associated with failing
a certification test are severe enougk instruction and study will adjust to prepare pupils to pass it. The test becomes a coercive device to influence both
the curriculum and instruction. Unleashing the fear of diploma denial or retention in grade bullies the instructional delivery system into line.’ P. Airasian
and G. Madaus,  ‘‘Linking Testing and Instruction: Policy Issues,’ summer 1983.



Chapter 2—Testing in Transition . 59

tency testing was between 1975 and 1979 (see figure
2-3). In fact, MCT accounted for most of the overall
growth in educational testing in the post-1975 era.
By 1980, 29 States had implemented legislation that
required students to pass criterion-referenced exami-
nations and 8 more had such legislation pending.38

Some States used the examinations  t o  d e t e r m i n e
eligibility for remedial programs and promotions
and some required it for graduation. By 1985,
growth in such programs had leveled off, although
33 States were still mandating statewide minimum
competency testing; 11 of these States required the
test as a prerequisite for graduation.39

Minimum competency tests were altogether dif-
ferent creatures from the ‘‘off-the-shelf’ norm-
referenced achievement tests that had dominated
standardized testing up to that point. Most MCT
instruments were custom-made in State education
offices or by vendors working from State specifica-
tions, and unlike commercial tests, were designed
from the start as high-stakes instruments. Most
States required students to achieve a predetermined
passing score for grade promotion or diploma
receipt; usually students were allowed to take the
test over if they did not obtain a passing score the
first time. Some States mandated remediation for
students who did not pass, while in other States it
was optional.

Minimum competency tests are criterion-refer-
enced; they measure performance in relation to
specified skills objectives in such areas as vocabu-
lary, reading comprehension, mathematical compu-
tation, and, in some cases, fictional skills (filling
out a job application, for instance, or conducting
simple financial transactions). The multiple-choice
format is by far the most common, although some
competency tests use other approaches, such as
essay writing, oral examinations, and problem
solving.

Two other features distinguish MCTs from other
types of tests. First, because they use specific
passing scores, they require some type of standard-
setting process to determine and justify the ‘‘cutoff

Figure 2-3--Number of States Conducting Minimum
Competency Tests
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SOURCE: U.S. Congress, Office of Technology Assessment, “State
Educational Testing Practices,” background paper of the Sci-
ence, Education, andTransportation Program, December 1987;
supplemented by data from Ronald A. Berk, “Minimum Compe-
tency Testing: Status and Potential,” The Future 
Barbara S. Plake and Joseph C. Witt (eds.)  (Hillsdale,  NJ: L.
Erlbaum Associates, 1986), p. 96.

score. ’40 Since there is no freed, scientific approach
to determining what knowledge a person needs to
“function” in society, this can be a murky process.
Second, MCT instruments are always administered
on a census basis: each student takes the test. This
does not mean, however, that the tests are not also
used as instruments of school-level accountability.
Many States and districts aggregate individual
student scores to derive passing rates or average
scores for entire schools. The demand for this type
of comparative information has actually increased,
with business leaders and policy makers often link-
ing support for expensive reform packages to the
willingness of State Education Agencies (SEAS) and
school districts to accept public disclosure of test
results. (Nineteen States now produce public reports
comparing districts or schools on State test re-
sults. 41)

The Second Wave of State-Mandated Reform

A Nation at Risk and other reform reports of the
1980s set in motion a second wave of State-

NBm~  op. cit., footnote 32.
39us. ConBess,  Offlce of Technology Assessment, “State Educational Testing Practices,” background paper of the Science, Education, and

Transportation Program, December 1987.
40s=  ~h. 6; Robert  Li~ George Madaus, and Joseph Pedulla, ‘‘hlinimum Competency Testing: Cautions on the State of the Art,’ 

November 1982, pp. 1-35; and Richard Jaeger, “An Iterative Structured Judgment Process for Establishing Standards on Competency
lksts: Theory and Application+ “ Educational Evaluation and Policy Analysis, vol. 4, No. 4, winter 1982, pp. 461-475.

ql~chbald  ad porter, op. cit., footnote 31.
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mandated reform. Reacting to criticisms that not
enough students were taking advanced courses in
science, mathematics, foreign languages, and other
areas deemed critical to American international
competitiveness, States assumed greater control of
graduation requirements, making them more rigor-
ous. 42 In addition, States pushed for and obtained

more authority over curriculum, usually making
them more prescriptive and enforcing a greater
degree of consistency across the State.43 Many
States with statewide (rather than locally deter-
mined) textbook adoption policies also began scruti-
nizing more closely the match between their text-
books and their curriculum guidelines.44

Under public pressure to demonstrate gains in test
scores, some States also undertook major ‘ ‘curricu-
lum alignment” efforts, which linked curricular
objectives, textbooks, lessons, instructional meth-
ods, and assessment. Curriculum alignment is a
common strategy at the classroom and school level,
but it is only recently that entire districts and States
have experimented with it. The idea behind curricu-
lum alignment is straightforward: if the goal is to
improve test scores, then instruction should focus on
what is tested. At the State level, however, alignment
is not always easy to achieve. SEAS must contend
with traditions of local curriculum autonomy and
wide differences among school districts according to
a whole range of characteristics. Moreover, the local
variables that affect course content and classroom
instructional practice are not easily influenced by
State policies.

Nonetheless, many States have gradually tight-
ened control over those curriculum variables that
they can influence. Districts under pressure to raise
test scores on State tests have done the same.45 In
practice, curriculum alignment can range from State
officials selecting a norm-referenced test based on
how well it matches with loosely defined State
education goals, to States conducting exhaustive
content analyses to ensure detailed matches among
tests, curriculum, and textbook objectives. Off-the-
shelf standardized tests—the staple of State testing
for decades-increasingly were augmented or re-

 Janice patt~so~  The 
Brunswiclq  NJ: Rutgers, The State University of New Jersey, Center for Policy Research in Education 1989).

43k a smey of 27 Stite SOCM  s~dies sp~tiists,  26 said course requirements and guidelines had become more specitlc in the hist 4 to 5 years. me
investigators concluded: “Despite great differences among the states, a very strong generalization emerges from the study, namely, that the current
‘flavor’ of social studies throughout most of the country is highly prescriptive. Many prescripts have been applied in recent years to students, teachers,
and curricula. ” Council of State Socird Studies Specialists,  (Washington DC: National Council for
the Social Studies, 1986).

44fiet  ~son.B_te@  A conspiracy  for Bmic ~ucation, 1988); md Harriet ~son-Bernste@

“Three Portraits: ‘Ikxtbook  Adoption Policy Changes in North Carolina  ‘I&as and California,” occasional paper for the Institute for Educational
Leadership, 1989.

d5Ken Komoski,  d~ator of the ~ucatio~  ~oduc~  ~o~tion  fic~ge,  M cit~ by Lynn olsoq “1.)istricts h to Nonprofit Group  for Help

in ‘Realigning’ Curricula to Parallel ‘Iksts, ” Week, vol. 7, No. 8, Oct. 28, 1987, pp. 17, 19. Tkxtbook manufacturers market their books in
“big-market’ States and districts by demonstrating (in documentation and in sections of the books themselves) the alignment of their textbook content
with State curriculum frameworks through 4 ‘correlational analyses. ’
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Table 2-2—Improvements in Student Achievement Associated
With Curriculum Alignment

Gaina

Locale Subject Grade Period (in percent)

Alabama . . . . . . . . . . . . . . . . . . . . . . 3Rs
3Rs

Connecticut . . . . . . . . . . . . . . . . . . . 3Rs
Detroit . . . . . . . . . . . . . . . . . . . . . . . . . 3Rs
Maryland . . . . . . . . . . . . . . . . . . . . . . 3Rs

Social studies
New Jersey . . . . . . . . . . . . . . . . . . . . Reading/mathematics

Reading/mathematics
South Carolina . . . . . . . . . . . . . . . . . Readiness

Reading/mathematics

3, 6,9
11
9
12
9
9
9
10
1

1-3,6, 8

1981-86
1983-85
1980-84
1981-86
1980-86
1983-86
1977-85
1982-85
1979-85
1981-86

1-13%
4-8

6-16
19

13-25
23

16-19
8-11

14
12-20

a~gures  represent  the increased permntage  of students who have mastered standards of qualitY during the Period in
question.

SOURCE: W. James Popham,  “The Merits of Measurement-Driven Instruction,” Phi Delfa K~an, vol. 68, No. 9, May
1987, pp. 679-682. Note, numbers in right-most column denote the range of percentage increases across
the different grade levels and tests in columns on left.

placed by custom-developed tests designed to assess
State curriculum guidelines and goals.

MCT: Lessons for High-Stakes Testing

One problem with drawing conclusions about the
effects or influences of State-mandated tests on
school improvement is that testing is but one of
many forces that shape the learning experiences of
young people. Indeed, mandated testing is as much
a result of widely held beliefs about curriculum,
teaching, and learning as it is a cause of educational
outcomes.

Even so, researchers have made some thorough
analyses of State experiences with MCT and other
State-mandated reforms and drawn some conclu-
sions about their effects. In general, these research-
ers have concluded that the movement, which began
amid such optimism, has produced results that are on
the whole disappointing. A summary and analysis of
key findings from studies of MCT are summarized
below.

Test Score Gains

A number of States and districts can point to gains
over time on minimum competency and other State
tests. Gains tend to be more apparent in districts and

States that have systematically pursued test and
curriculum alignment. For example, on the Texas
Assessment of Basic Skills in mathematics, 70
percent of ninth graders achieved mastery in 1980;
by 1985, the figure had risen to 84 percent. On the
reading portion of the same assessment, passing
rates increased from 70 percent to 78 percent during
the same period.46 Similarly, in South Carolina, the
percentage of frost graders passing the basic skills
reading test rose from 70 percent in 1981 to 80
percent in 1984, and for mathematics the passing
rate went from 68 to 81 percent during the same
period47 (see table 2-2).

Impressive as these gains might be, their credibil-
ity was severely undermined by analysts who looked
more closely at the timing and generality of the
trends in test scores.

48 Among the findings in this
body of research, the most damning to the MCT
movement were: 1) that scores on some tests in some
places rose more rapidly and more significantly than
in other places, 2) scores rose on tests even in States
without MCT,49 3) scores began to rise before MCT
could have had much impact, and 4) all States were
reporting performance of their students on nationally
normed achievement tests above the national aver-
age, a statistical impossibility (see box 2-D).

*office  of Technology Assessment op. cit., fOOtiOte  39, P. 272.

47s~  W. J~es Popham,  Keith L. Cruse, Stuart Rank@ Paul Sandifer,  and pad L. Wd~S, ‘‘Measurement Driven Instruction: It’s on the Road,
 vol. pp. 628-634; cited in Lorrie  Shepard and Katharine Dougherty, ‘‘Effects of High-Stakes Testing on Instruction’ paper

presented at the annual meeting of the American Educational Research Assoeiatio% Chicago, IL, April 1991.
4SS= e~wi~ly  D~el Kore@ TreM~ in ~~UCariona~AchieVe~ent  (W~~r@o~ DC: Congessioml  Budget C)ftlm, Apfl 1986); md COngreSSiOXIid

Budget Office, DC: August 1987).

@see aISO Ger~d Bracey,  rejoinder to Barbara hrner,  P. 10.
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Box 2-D—The Lake Wobegon Effect: All the children Above Average?

In radio personality Garrison Keillor’s fictional town of Lake Wobegon, ‘‘all the women are strong, all the men
are good-looking, and all the children are above average. ” To statisticians, of course, average is simply a
representation of central tendency, and is a point drawn from an array of numbers. In many norm-referenced tests
(NRTs), average represents the “median” and shows that one-half the test takers scored above this point and
one-half below. It is statistically impossible for everyone to be above average-but “above average” is in some
sense an American ideal.

The word average connotes a certain hum-drum, undistinguished level of achievement, especially when
applied to people. Just as the citizens of mythical Lake Wobegon want all their children to be above average,
teachers, principals, and parents want to show that their children are doing well.

Thus, the desire for higher test scores may overwhelm the desire to improve actual learning. similarly, in
reporting scorns, calculations and methods may be used that do not give a full or accurate picture. Such excessive
emphasis on test scores can compromise the value of information, as well as give misleading views of how children
and schools ‘‘rank’ with regard to one another. For example, students and teachers may focus their efforts on
improving performance on samples of what is to be learned, rather than on the body of knowledge from which the
samples are drawn, and rising test scores may then be erroneously interpreted as reflecting genuine gains in
achievement. Schools or districts seeing the scores of their students rise may be lulled into a false sense of
complacency.

Or consider another possible example of how test scores used alone can lead to inaccurate inferences about
achievement gains. A school system adds a number of academic high school course requirements in order to increase
achievement levels. After several years, test scores go up considerably and administrators conclude that increased
course requirements have raised achievement levels throughout the district. However, this gain has been attained
at the expense of a number of low-achieving students dropping out. True achievement has not risen; but the lowest
scoring students are no longer represented in the data. In this case, achievement test scores examined in combination
with another achievement indicator (drop-out statistics) might have demonstrated that the gains were artificial.

The so-called Lake Wobegon phenomenon is by now a familiar example of how excessive focus on test scores
can provide misleading information. Issued in 1987 by a group called the Friends for Education, the Lake Wobegon
report asserted that all States reporting statewide test scores ranked above the national average; however, many of
these same States were doing very poorly on other indicators such as graduation and literacy rates.l

The Lake Wobegon report sparked controversy and debate; critics charged that the report contained many
inaccuracies and misunderstandings of the technical nature of test scores. Although subsequent analyses by testing
experts have acknowledged that such errors do exist in the report, they have largely confirmed the basic conclusions
of the Lake Wobegon report-achievement test scores can give a highly exaggerated picture of achievement.2

Although the causes of the problem are complex and are difficult to collect data about, some of the most
well-understood contributions to the Lake Wobegon phenomenon are shown below.

Dated norms. Before a standardized NRT is released, it is administered to a national sample of students to
obtain “norms’ ’-that is, the distribution of scores for children across the Nation. That set of norms, which acts
as a national standard, will then be used for about 7 years before a new form of the test is developed and
“re-normed” on a new sample of children. When there are upward trends in genuine achievement, old norms
become easier to master because children know more than those in prior years.3 When old norms are used, the
average performance of students today is being compared with students who took the test up to 7 years ago. Thus,
today’s children will appear above average.

Friends for EducatiorL  1987).
2S= D~el Kore@ ‘~~ving ~ L&e wo~gon:  &e s~~di~ l’&@ ~~~~ AChi(?V(Xll@It ~ Disto~  hlS(IUCtiOXl?’

vol. 12, No. 2, summer 1988, pp. 8-15, 46-52; Robert L. Linw Eliztbeth Graue, and Nancy M. Sanders, “Comparing State
and District %st Results to National Norma: Interpretations of Scoring ‘Above the National Average,’”  paper presented at the annual meeting
of the Ameriean Educational Researeh Association San Franeiseo,  CA, March 1989.

3S=, e.g., b et al,, op. cit., footnote  2“
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Repeated use of nonsecure tests. Because the same tests are present in the district and given over a period
of years, teachers and students become increasingly familiar with the test questions. This is one of the factors that
can contribute to a very focused ‘teaching to the test” and leads to the difficulty in defining the gray area between
Legitimate test preparation activities and outright cheating (e.g., by having students practice actual test questions).
The demarcation between legitimate test preparation activities (e.g., giving practice, coaching, and explanation of
instructions to students) and dubious or even unethical practices may vary from school system to school system.4

Even if all test preparation activities are legitimate and teaching to the testis minimized, however, some gains can
probably be attributed to the increased familiarity with a particular form of a test that comes with use of a single
test over a number of years.

Selection of closely aligned tests. Standardized achievement tests vary in content, emphasis, and form.
Administrators typically select tests that most closely match the curricular objectives of their State or district.
Students will tend to score higher on a test that is closely aligned with their own curricula than will students who
have been taught a different, less closely aligned curricula. Because the norming group of any test is composed of
schools which vary in their degree of alignment, a district with a highly aligned curriculum will score higher than
the norming group. Thus, administrators who select a highly aligned test, or have a customized test made for them,
will often find their students scoring better than the national norming group”. . . even if their level of achievement
is in some broader sense equivalent, simply because their curricula match the test more closely and thus prepare
them better for it.”5

Selection of students to be tested. Testing manuals usually explain that certain students, such as non-English
speakers or special education students have been excluded from the norming sample. However, when the tests are
being administered in schools, specific decisions about which children to exclude-who has mastered English well
enough to take the test, for example--have to be made at the district and school level. Because many of the students
who will be excluded (including truant or chronically absent children) will score well below average, these decisions
can have a major impact on a school or district’s average score. Schools that decide to exclude all such students are
likely to have a higher average than schools with policies that attempt to include all students for whom the test can
be considered valid. If the exclusionary policies for a district are more liberal than those used to obtain the norming
sample, that district is likely to appear ‘above average. ”

Although embarrassing to some State policymakers, the Lake Wobegon report illustrated the potential mischief
caused by high-stakes testing: higher test scores without more 1earning. And since the publication of the original
study, other researchers have replicated the basic result. For example, one recent longitudinal study of a large urban
district that uses a high-stakes commercial achievement test found that the improved performance seen over a 4-year
period on that test was not confirmed when a different test was also administered in the fourth year. preliminary
data indicate that the “. . . results of this district’s high-stakes test overstate achievement [in mathematics] by as
much as 8 academic months by the spring of grade 3."6 Policymakers (and the public) are interested in mathematics
achievement broadly defined, not just as defined by one particular test. These results suggest that”. . . information
provided to the public by accountability-oriented tests can be seriously misleading.”7

The Lake Wobegon episode taught policymakers and the testing community a number of important lessons
about norms, test selection, teaching to the test, and the distorting effects of high-stakes testing. Perhaps the greatest
significance of the phenomenon was to demonstrate the validity of a warning that has been provided by educational
testing experts for many years: no single test should ever be the basis for important policy decisions about schools
or individuals.8

AFOr  “ieW~ on tie di,ffemnce  ~~=n ethic~  and unethical test preparation activities see Wilm A. Me~~s ad Jo~ ~tij
“Methods for Improving Standardized Test Scores: Fruitful, Fruitless, or Fraudulent?’ vol. 8,
spring 1989, pp. 14-22; and Thomas M. Haladyna,  Susan B. Nole% and Nancy S. Haas, “Raising Standardized Achievement ‘I&t Scores and
the Origins of ‘l&t Score PollutioL” Educational Researcher, vol. 20, No. 5, June-July 1991, pp. 2-7.

5Kore@  op. Cit., foo~ote  2! p“ 14

6Dtiel Koretz,  Robert LinrL Stephen Dunbar, md L.otie shep~dt “The Effects of High Stakes lksting On Achievement: Prelimimry
Findings About Generalizations &ross ‘I&ts,” paper presented at the annual meeting of the American Educational Researeh Association%
Chicago, IL, April 1991.

71bid.
8Sm, e.g.,  he ~~si, p~chological York ~: ~cmil~ fibfis~g  co.~ 1988)”
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Proponents of high-stakes testing, however, counter
these arguments with data from the National Assess-
ment of Educational Progress (NAEP). Unlike the
high-stakes tests, for which score increases can be
attributed to test-taking skills rather than genuine
achievement, NAEP trends are considered by most
experts as abetter gauge of trends in achievement.50

Thus, the fact that NAEP scores have gone up in the
1970s and 1980s has become a linchpin in the
pro-MCT argument.51

But, once again, closer inspection of the timing
and significance of NAEP trends suggests a more
complex picture, one that defies simple attribution to
MCT or any other single policy. First, NAEP scores
did rise in the 1970s and 1980s, but the rise actually
began to be noticed as early as the 1974 assessment,
well before MCT was in operation in all but one or
two States.

Second, the magnitude of the rise was consider-
ably less impressive than the magnitude recorded on
other standardized tests. Although some might argue
that NAEP underestimates true achievement be-
cause NAEP test takers perceive no particular
incentive to do their best, even correcting for this
possibility would not erase the large gap between
increases on other tests and the increases on NAEP.

Third, the most impressive aspect of longitudinal
analysis of NAEP scores is the narrowing of the
achievement gap between minority and white stu-
dents: “. . . the average achievement of Blacks and
of Hispanic students is substantially higher now than
a decade ago. ’ ’52 This is hailed by some as the most
convincing proof of the value of MCT,53 while
others note that: 1) the narrowing of the gap is
explained largely by improvements at the low end of
the range of achievement, 2) the overall gap between
achievement of minority and white students remains
quite large, and 3) gains among minority students in
basic literacy and numeracy skills may have come at
the expense of gains in higher order skills, which,
according to NAEP data have been stagnant at best.

Undue Emphasis on Basic Skills

Prompted by these trends in NAEP, a number of
researchers have investigated the hypothesis that
basic skills improvements may have been made
possible by a shift of instructional resources away
from higher order academic skills. NAEP reports,
for example, have emphasized the lack of progress
in so-called higher order skills during the period of
progress in basic skills. But other studies have been
more optimistic. Researchers working with the Iowa
Tests of Basic Skills, for example, produced evi-
dence contradicting NAEP’s: performance of com-
parable samples of 9-, 13-, and 17-year-olds in-
creased between 1979 and 1985 on higher order
questions even more than on basic skills items,
continuing a trend observed from 1971 on.54

Contradictory evidence about test score trends
notwithstanding, there is widespread agreement that
State-mandated testing, and MCT in particular, had
damaging effects on classroom behavior of teachers
and students. One study combined analysis of survey
data and intensive interviews with teachers and
school administrators, and concluded that the testing
reinforced the already excessive emphasis on basic
skills and stymied local efforts to upgrade the
content of education being delivered to all students.
The authors of this study write:

Although [the] ability of a Statewide testing
program to control local activity maybe praisewor-
thy in the minds of some educational critics, the
activity the program stimulated was not reform.
Responding to testing did not encourage educators to
reconsider the purposes of schooling; their purpose
quickly became to raise scores and lower the
pressure directed toward them. Responding to test-
ing did not encourage educators to restructure their
districts; they redirected time, money, and effort so
that some parts of their systems could more expedi-
tiously address the test score crisis while leaving the
parts unaffected by testing or producing ‘good’
scores unscathed. Responding to testing did not
encourage educators to rethink how they should
teach or how they should administer schools; once

~F~r  ~ filler  of tie ol-i~ ad tec~~ c~acteristics of tie Natioti  Assessment of ~ucationd ~OgRSS,  See ch, 3,

slsee  Lemer,  op. cit., footnote 33.

SZRo~fi  Ltiand Stephen D~bar, ‘‘The Nation’s Report Card Goes Home: Good News and Bad About Trends in Achievement’ 
vol. 72, No. 2, October 1990, pp. 127-133.

s3See ~mer, op. cit., footnote 33.

~see Elimbeth  Wit~ Myunghee  HW  and H.D. Hoover, “Recent Trends in Achievement T&t Scores: Which Students are Improving and on What
Ixvels  of Skill Complexity?” paper presented at the annual meeting of the National Council on Measurement in Educatio% Bostoq  MA, 1990.
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again they addressed process only in the parts of their
system that felt the direct impacts of testing.55

Narrowing Effect

While there is agreement among many studies of
MCT that local districts have changed curriculum,
instructional methods, and textbooks to align them
more with the content of MCT instruments, there are
differences of opinion about whether this is a good
or bad trend. Some studies have bemoaned the
narrowing effect that MCT seems to have had on
instructional strategies, content coverage, and
course offerings. The values embodied by MCT—
that there is a fixed body of knowledge that students
must absorb by a certain age, that mastery of this
content is reflected in student responses to paper-and-
pencil tests, and that student failure on the testis the
school’s responsibility to correct-tend to reinforce
educational practices that are mechanical, superfi-
cial, and fragmented, such as passive learning, drill
and practice, and adherence to age-grade distinc-
tions and subject-matter boundaries.56 Moreover,
alignment to a State standard does not reflect the
meaningful differences between localities.

Effects on Achievement and on Teacher
Behavior

Recent research suggests that improvements on
high-stakes tests do not generalize well to other
measures of achievement in the same domain. For
example, in one study mathematics performance on
a conventional high-stakes test was found to not
generalize to other tests for which students have not
been specifically prepared. The authors of this study
caution, therefore, that: ‘‘. . . information provided
to the public by accountability oriented tests can be
seriously misleading. “57 The evidence is somewhat
contradictory about the extent to which teachers

modify their instructional practices in ways that are
likely to produce higher test scores. One-half of the
respondents to one nationally representative survey
of eighth grade mathematics teachers (n=552) said
they did not prepare students at all for mandated
tests; of those who said they did, almost one-half
reported spending no more than several periods a
year on these efforts (and mathematics is one of the
most tested areas) .58 It is also important to note,
however, that of the group who said that testing
influenced their instruction, 30 percent said they
increased basic skills emphasis; 24 percent said they
added emphasis on topics covered on the test; and 19
percent said they decreased their emphasis on
project work, since it was not directly assessed by
the test.59

Research studies that focus in particular on
teachers in districts with high-stakes testing condi-
tions—such as MCT, school evaluation tests, or
externally developed course-end tests-demonstrate
a greater influence of testing on curriculum and
instruction. A study of four elementary classrooms
with both mandated State and district objectives-
based testing found that students spent up to 18
hours annually taking tests and about 54 hours
receiving instruction that appeared to be directly
oriented toward the tests.60 Teachers of New York
Regents courses, which have high-stakes testing at
the end of the course, report spending anywhere
from a few class periods to about 10 class periods
(out of 175) reviewing and preparing for the exam-
inations. Even the upper number reflects a rather
modest direct effect of testing.61

One recent study, which sought to disentangle the
effects of high-stakes testing on teaching and
learning, showed fairly convincing evidence of

55H.D.  Cor&tt  ~d B. wils~~  ‘fu~tended  ad un~elCome: The ~~ ~pact  of SQte ~~g,”  paper  presented at  the  anrlud  meetirlg Of the
American Educational Research AssociatiorL Boston, MA, April 1990, pp. 10-11.

ss~chbald  ~d pofier,  op. cit., footnote 31. Also see ibid.

sTD~el Kore~,  Rob~ L@ Stephen DwIbar, ~d ~fie Shepard, “The Effects of High Stakes TM@ on Achievement: Prelimimry  Findings
About Generalizations Across ‘lksts,”  paper presented at the annual meeting of the American Educational Research Associatio%  Chicago, IL, Aprit 1991,
p. 20.

58~oms  Rornberg, me ~~a, ~d Steven  Wflliams,  ~~e ~@~e~Ce  of ~~~ate~  ~eSli~g  On  Instruction: Grade 8 
(Madison+ WI: National Center for Research in Mathematical Science Education, University of Wisconsin-Madisou  1989),  PP. 33-39.

Nevertheless, the authons concluded that changes in instruction brought about by the tests were incompatible with the kinds of changes sought by the
mathematics community. See discussion below.

59s=  ~so Shepad,  op. cit., footnote 6.
60C~e Ro~en~rg  ad Mary he Smi@ $ ‘Utitended  Eff~Is of Ext~ Testing h Element~ Schools, ’ paper presented at he afmld m~~g

of the American Educational Research Association, Bosto% MA, April, 1990.
slDouglas  Archbald, “Curriculum Control and “Ikacher  Autonomy,’ paper presented at the annual meeting of the American Educational Research

Associatio&  Bostom MA, April 1990.
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testing influencing teacher practices. This study
found that:

●

●

●

●

●

teachers felt pressured to improve test scores;
79 percent reported “great” or “substantial”
pressure by district administration and the
media;
teachers reported giving greater emphasis to
basic skills instruction than they would have in
the absence of the mandatory tests;
one-half the teachers reported giving less em-
phasis to subjects not on the tests;
one-half the teachers reported spending 4 or
more weeks per year giving students work-
sheets and practice exercises to review content
they expected to be on the test and to prepare
students for the tests: 68 percent of the teachers
reported conducting these preparation activi-
ties ‘‘regularly, i.e., throughout the school
year and not just in the days or weeks prior to
testing; and
the majority of teachers could identify numer-
ous beneficial uses of the tests, such as-’ . . set-
ting instructional goals, providing feedback
about student strengths and weaknesses, and
identifying gaps in instruction . . . [but] these
benefits . . . were offset or greatly outweighed
by negative effects such as the amount of
instructional time given to test preparation, the
amount of stress experienced, unfair or invalid
comparisons, and the demoralizing effects on
teachers and students. ’’62

These findings on the effects of high-stakes
testing on teacher behavior, which the authors of the
study described above caution are not necessarily
generalizable, raise fundamental questions about the
use of tests for instructional reform.

Misuse of MCT Data for School Comparisons

Another lesson from the MCT experience is that
if test data are available they will be used to make
comparisons and judgments about districts, schools,
and students regardless of the data’s original pur-
pose, the ways in which it was collected, or how
many caveats are issued as warnings about potential
misuse. These types of comparisons, furthermore,
ignore differences between school districts with
large variations in student populations, resources,

and other factors affecting instruction; not only are
the comparisons damaging to the self esteem of
students and schools, they are also potentially
misleading to policymakers seeking information on
how to improve the schools.

Conclusions

Viewing the MCT glass as at least half-fill,
proponents have argued for more high-stakes testing
and, in particular, for more high-stakes testing that
covers advanced skills. Their argument is simply
that if it worked for the basic skills it can work for
the higher order skills.63 These supporters of high-
stakes testing argue that MCT worked because it:

●

●

●

●

defined a single performance standard tied to
powerful incentives (promotion or graduation);
allowed teachers latitude in choosing whatever
instructional methods they thought would be
most appropriate to bring their students closer
to the defined standards of performance;
signaled to students the importance of acquir-
ing basic skills in order to become productive
citizens in a democracy; and
conveyed to all students that they could acquire
the necessary skills.

Critics contend that MCT is not a genuine tool of
reform because it:

●

●

●

does not provide school systems with informa-
tion onto how to improve instruction, but rather
serves to reinforce the instructional methods
already in place;
ignores differences between school districts
with large variations in student populations,
resources, and other factors affecting instruc-
tion; and
creates conditions under which true reform is
not possible, by emphasizing test scores rather
than improved learning.

In the current debate over testing, it is common to
hear both sides invoke the lessons of the minimum
competency movement. Proponents focus on the
powerful effects of high-stakes testing on clarifying
and reinforcing curricula, and argue that once the
right curricula are established tests will make them
work. Critics fear that more high-stakes testing will
reinforce outmoded curricula, provide misleading

bzFor a de~led disc~sion  of methods, sample, and results, see Lorrie Shepard and Katherine Dougherty, “Efftxts  Of H@ StiS ~se on
hm-uctioq”  paper presented at the annual meeting of the American Educational Research Associatio~ Chicago, IL, April 1991.

ss~mer, op. cit., footnote 33.
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information to policy makers, and create artificial
obstacles to educational and economic opportunity.

The positive and negative lessons of MCT, and of
100 years of prior experience with standardized
tests, should inform policy for the future of testing
in America. Although some of the evidence is
contradictory, even confusing, one thing is clear:
test-based accountability is fraught with uncertain-
ties—it is no panacea. Specific proposals for tests
intended to catalyze school improvement must be
scrutinized on their individual merits, with certain
cautions in mind. First, the evidence seems clear that
as the stakes attached to test results heat up, so do
teacher and student efforts to do better on the tests,
which can lead to instructional activities that do not
necessarily promote real learning. Second, there is a
compelling rationale to design high-stakes tests that:
a) sharpen incentives for students and teachers to
practice for them, but b) contain material worth
practicing for. Experience to date suggests that
designing such tests is harder than originally imag-
ined and that none has yet been implemented
successfully. 64 Third, it is dubious that mandated
testing alone has the potential to effect the sorts of
restructuring needed to substantially reform educa-
tion.

Increased Concern About the
Appropriate Use of Tests

Testing policy in the United States has been
influenced by the tugs of two countervailing tides:
pressure for more testing with higher stakes on one
hand, and cries for a slower pace and more careful
examination of consequences on the other. As the
influence of educational tests expanded in the 1970s
and 1980s, a counterbalancing trend emerged. Indi-
viduals with different interests-parents, students,
scholars, lawyers, writers, civil libertarians-began
questioning the role of tests in their own and others’
lives and sounding alarms about the effects of tests
on individual privacy, equal opportunity, and fair-
ness in the allocation of future opportunities. This

antitesting movement encompassed a variety of
sentiments, from skepticism about the validity of
tests to apprehension about the damaging effects of
their misuse. In addition, the trend gained momen-
tum from the growth of consumerism and some key
victories in Congress and the courts. The themes of
this backlash against standardized testing, in the past
and today, have tended to cluster around certain
passion-inspiring issues: fairness, bias, due process,
individual privacy, and disclosure.

In the late 1960s, for example, the idea of a
“self-fulfilling prophecy’ gained a foothold in the
American consciousness, supported in part by a
controversial study of teacher expectations. In this
study, teachers were told that a test had identified a
subset of children as ‘‘bloomers’ whose achieve-
ment could be expected to flourish during the school
year.

65 
Despite the fact that these bloomers were

actually chosen at random, many showed impressive
gains, outpacing their “nonbloomer” classmates.
This study, which has since been found to contain
many weaknesses, caught the public fancy and
helped to support the arguments of many that
disadvantaged children were failing in school due to
teachers’ low expectations about their abilities. It
also alerted the public to the potential dangers of
labeling children on the basis of test scores, and thus
limiting their educational futures.66

As this example illustrates, it is not only the tests
themselves that create controversy. Testing prac-
tices and policies-the ways tests are used and the
types of inferences drawn from them-also create
many of the problems associated with testing. There
is widespread agreement among educators, analysts,
measurement experts, and test publishers that tests
are often used for functions for which they were not
designed or validated, and that test results are often
misinterpreted.

What Constitutes Fair Testing Practice?

Attempts to develop ethical and technical stand-
ards for tests and testing practices have a long

~nc possibility that certain types of Perfo rmance assessments might solve the dilcmma  has generated enthusiastic research and experimentation.
See ch. 6.

65Ro&n  Ro~en~l ad ~nore Jacobso@  p}lg~lion  in [he classroom:

HoI(, Rinehart and Winston, 1968).
66For o~cr  sowce~  on tie se~.fulfi]llng  prophecy ~d rejoinders tO tie original s~dy sti Ray C. Rkt, “Student Social Class and Teacher Expectations:

The Self-Fulfilling Prophecy in Ghetto Education, ’ vol. 40, No. August 1970, pp. 41 1-451; J.D. Elashoff  and Richard
E. Snow (eds.), (Worthington, OH: Jones, 1971); ad S~uel S. Winebmgt “The Self-Fulfillment of the Self-Fulfilling
Prophecy: A Critical Appraisal, ’ and replys by Robert Rosenthal and Ray C. Rist,  PP. 28-44.
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history. These efforts have been made primarily by
professional groups involved in the design and
administration of tests, such as psychologists and
educational measurement specialists. Although dis-
cussions of such standards began at the turn of the
century, the first organized efforts, at mid-century,
resulted in the adoption of a formal code of ethics for
psychologists in 1952 and a set of technical recom-
mendations regarding test use developed by three
professional groups in 1954.67 This latter document,
known in its most recent version as the Standards for
Educational and Psychological Testing (hereafter
referred to as the Standards), has been revised three
times in the intervening years.68

Some of these technical standards pertain to tests
themselves: the methods by which they should be
developed, the data required to support their use, and
evidence of their fairness. Although aimed primarily
at the developers and publishers of tests, the
standards have relevance for test users, who must
evaluate the adequacy of the tests they buy or
commission.

Many of the technical standards contain guide-
lines for test use: appropriate procedures for the
selection, administration, and interpretation of tests,
and guidelines affecting the rights of test takers. The
two incidents quoted below, for example, represent
violations of principles of appropriate testing prac-
tice.

A high school newspaper carried a page one
headline: “Meet the geniuses of the incoming class”
and listed all pupils of IQ 120 and up with numerical
scores. Then under a heading: ‘‘These are not
geniuses, but good enough” were listed all the rest,
with IQ scores down to the 60’s.

********
A new battery of tests for reading readiness was

introduced in a school. Instead of the customary two

or three, 12 beginners were this year described by the
test as not ready for reading. They were placed in a
special group and given no reading instruction. The
principal insisted that if the parents or anyone else
tried to teach them to read ‘Their little minds would
crack under the strain. ’ In at least two cases parents
did teach them to read with normal progress in the
first semester, and later mental tests showed IQ’s
above 120.69

As these examples suggest, one of the major
problems with the professional Standards is that
most of the principal interpreters of educational test
results (such as policymakers, school administra-
tors, teachers, and journalists) are unaware of them
and are untrained in appropriate test use and
interpretation.

A set of testing standards should consider the
needs of three main participants in the testing
process: 1) the test developer who constructs and
markets tests, 2) the test user (usually the institution
that selects tests and uses them to make some
decision), and 3) the test taker who takes the test
" . . . by choice, direction, or necessity.”70 Some
form of consumer protection or assurance is needed
for both the test user and the test taker, but
particularly for the latter: “. . . who is still the least
powerful of the three.”71 As depicted in figure 2-4,
the test-taker’s fate rests on the assumption that good
testing practice has been upheld by both the test
developer when it constructed the test and the test
user (such as the school) when it selected, inter-
preted, and made a decision on the basis of the test.
With few exceptions, the test taker has no direct
contact with or access to the test developer; the test
user serves as the primary falter through which
testing information reaches the test taker.72 Just as
the patient undergoing an electrocardiogram must
assume that the machine is soundly built and
correctly calibrated, that the technician is admini-

67’rhe  ~eric~psychologic~  Association, the ArnericanEducational  Research Association and the National Council on Measurement tiEclucatiow
and Walter Haney and George Madaus, “The Evolution of Ethical and ‘Rchnical  Standards for lixting,  ” R. Hambleton  (cd.)
(Amsterdam, The Netherlands: North-Holland Publishing Co., in press).

6S~ 1966, 1974, ~d 1985.

@&efi~ psychological Association quoted in Haney and Madaus, op. cit., footnote 67.
7OMelv~  R. Novic~  “Feder~  Guide~es  ad professio~  Swdards,”  P. 1035.

TIJ~es V. Mitchell, Jr., “Testing and the Oscar Buros  Lament: From Knowledge to Implementation to Use,”
Barbara S. Plake (cd.) (Hills&de, NJ: L. Erlbaum  Associates, 1984).

TzFor  college ~d ~ad~te ~~sions tests such ~ the SAT, Am, ~d GRE, t~t tiers do tive dirwt  contact with test developers. On theSe teStS,
students register directly with the test developers and receive explanations of the tesg scoring methods, test-taking strategies, as well as score repofis
from them. Records of test scores, in these cases, remain in the hands of test developers, so privacy protection must also be assured by the developer.
In contras~  the responsibility for and control of the test-takers’ scores remains with the school system for most educational achievement tests adrmm“ “stered
during elementary and secondary years.
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Figure 2-4-Appropriate Testing Practice in Education: Four Major Obligations of Test
Developers and Test Users to Test Takersa

E-.....:::I”II!ESET :: --

I
(a) Provide
information
needed for
users to select
appropriate
tests

I I
(b) Help users (c) Strive to make
interpret scores tests that are as
cor rec t ly fair as possible

Test users

I
(a) Select tests
to meet intended
purposes and
appropriate for
population being
tested

I I I
(b) Interpret (c) Select tests (d) Inform test
scores that have b e e n takers about test
correctly developed in coverage, scores, and

ways that make their interpretation,
them as fair as privacy, and other
possible rig h ts

stering the test properly. and that the physician is
interpreting the information appropriately, so must
the test taker assume that the choice of test, its
method of administration, and its interpretation are
correct. Currently, few mechanisms exist to assure
such protection for educational tests.

The assurance of good testing practice for the test
taker is further complicated by the absence of
information about tests. Testing manuals, which
document development and validation processes,
are highly technical, and considerable training is
required to evaluate the statistical properties of
much of this test data. In addition, most tests are
closely supervised by developers and users, in order
to maintain the secrecy of test items, which is
important to assuring that the test remains fair for all
current and future test takers .73 The compulsory
nature of most schoolwide testing programs presents

yet another complication: students and their parents
can exercise little choice about whether a child
should be tested. In sum, a social and ethical tension
exists between the need for close professional
supervision of tests and the need for open public
discussion and knowledge about tests by test takers—
especially those whose educational opportunities
may be affected by their use.

Since the 1977 version of the Standards, more
attention has been given to the rights of the persons
being tested. This attention to consumers’ rights,
however, appears to conflict somewhat with the
need for test security. For example,

Concerning testing, the 1977 Standards states that
“Persons examined have the right to know results,
the interpretations made, and where appropriate the
original data on which final judgments were
made. In light of the very next sentence, the

73~  fact tie ~~ic~  ~ficip]eS  of ~Sychologists  prohibit ~ern from rel~~g tests  10 q~led  perso~;  dissemination of my  standardized teSt  fiSkS

invalidating the test and giving some test takers an unfair advantage over others.
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modifier ‘‘where appropriate’ looms large and
uncertain: “Test users avoid imparting unnecessary
information which would comprise test security. . . .“
An obvious question remains: When do the rights of
test takers leave off and the need for test security
begin? 74

Agreement about what constitutes good testing
practice is far from unanimous even among profes-
sionals; as the above example suggests, considerable
latitude of interpretation is allowed for any one of
the standards. For the most part each standard is a
general principle, a goal to strive for and uphold; the
specific criteria by which it is met are not explicitly
stated. The principles governing the appropriate
administration of standardized achievement tests in
schools are a good example. What one school district
may call legitimate test preparation activities (prac-
tice, coaching, and explanation of instructions to
students), another may deem dubious or even
unethical. These different interpretations are one of
the principal causes of test score “inflation.”75

Recently some professional groups have been
working to translate the more technical Standards
into principles for untrained users of tests, such as
administrators, policymakers, and teachers. The
Code of Fair Testing Practices in Education76 (for
basic provisions, see figure 2-4) attempts to outline
the major obligations that professionals who use or
develop educational tests have to individual test
takers. These principles are widely agreed on and
endorsed by professional groups as central to the fair
and effective use of tests.77

What agreement is there about the rights of test
takers? Is there a consistent set of ethical principles
that should be followed? Most professional groups
seem to agree that test takers should be provided
with certain basic information about:

●

●

●

●

●

●

●

content covered by the test and type of question
formats;
the kind of preparation the test taker should
have and appropriate test-taking strategies to
use (e.g., should they guess or not?);
the uses to which test data will be put;
the persons who will have access to test scores
and the circumstances under which test scores
will be released to anyone beyond those who
have such access;
the length of time test scores will be kept on
record;
available options for retesting, rescoring or
canceling scores; and
the procedures test takers and their parents or
guardians may use to register complaints and
have problems resolved.78

An important question arises regarding the princi-
ple of “informed consent, ” defined by the Stand-
ards as:

The granting of consent by the test taker to be
tested on the basis of full information concerning the
purpose of the testing, the persons who may receive
the test scores, the use to which the test score maybe
put, and such other information as may be material
to the consent process.79

Since most children cannot give truly informed
consent, an adult serving as a proxy must give
consent. Although in most cases such a proxy will be
the parent, there appears to be certain circumstances
under which school officials are allowed to grant
permission for collecting and using pupil informa-
tion. Currently, the Standards suggest that test data
collected on a schoolwide basis or by a legislated
requirement are exempt from parental informed

 hladaus,  op. cit., footnote 

Standardized Achievement Rst Scores ad the Ofigtis  of ~t
Score PollutioIL” vol. June-July 1991, pp. 2-7.

v6Authored  by the J~~t Cotittee on  ‘&t~g ~~tices fitiat~ by @ Am~CMI ~ucatio~ R~~h Association, the American PsYchologi~
Associatio~ and the National Council on Measurement in Education in 1988. Joint Committee on lksting Practices, 

(Washington, DC: National Council on Measurement in Educatiou  1988).
77s~U effo~  ~ ~der  way ~ other co~~es.  For ex~ple,  a n~~r  of professio~  gIoups in Cma drawing on the experience Of the Jobt

Committee who developed the working on a set of principles for Canadian testing programs.
78s=,  e.g., ~encm ~umtio~ Resemch  Assoc~tio~  ~~c~ psycholo@c~  Association, md Natioti  council  on Measurement h ~UCatiOu

(Washington DC: 1985); Joint Committee onlksting  Practices, op. cit., footnote 76; Russell Sage
FoundatioIL York NY: 1969); U.S. Department of Educatiom
Office of Educational Research and Improvement, (Washington DC: 1980).

TQ~erim ~ucatio~  Rmearch Association et al., op. cit., footnote 78, pp. 91-92.
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consent-consent is given in this case by school
officials.80

Informed consent also implies that the test takers
are aware that they are being tested. As high-stakes
tests are now conducted, children are certainly well
aware that they are being tested: instructions,
setting, and testing booklets all serve to clearly mark
the testing session as something different from the
everyday business of the classroom. Parents and
children are usually notified in advance when tests
will be given, in part so that parents can assure that
their children are well rested and fed on testing day.
Conditions and circumstances of testing are made
clear so that all children have the chance to do their
best.

How can parents be assured that tests are being
used appropriately by schools to make decisions,
particularly about individual students? One of the
persistent problems with tests is that they are used
for purposes not originally intended. Those being
tested are not always directly informed about the
uses and purposes of testing. Although it has long
been considered to be the ethical responsibility of
test administrators and developers to assure that tests
are used only for purposes intended, there are few, if
any, safeguards to assure this. Furthermore there are
even fewer protections for the test score information
once it is obtained-scores that sit in a child’s record
can be used by anyone who has access to that record
whether or not that person knows anything about the
particular test that was administered. It is difficult to
prevent the misuse of test-based information once
that information has been collected.

How is Fair Testing Practice Encouraged
or Enforced?

It follows from this analysis that the first step
toward fair testing practice is agreement on a set of
principles or guidelines about appropriate and inap-
propriate test practices. Achieving such a consensus
is not always a simple or clear-cut process. But given
that some agreement already exists about what

constitutes appropriate and inappropriate test use,
how can these practices be encouraged or enforced
and unfair practices be discouraged?

Right now there are four mechanisms for encour-
aging fair and appropriate testing practices: profes-
sional self-regulation, education, litigation, and
legislation.

Professional Self-Regulation

Professional self-regulation is the primary mecha-
nism for promoting good testing practices in educa-
tion. Standards and codes for testing developed by
professional associations, critical reviews of tests by
experts, and individual professional codes of ethics
all contribute to better testing practices among
testing professionals; nevertheless, many profes-
sionals agree that these codes lack sufficiently
strong enforcement mechanisms.81 The Buros Insti-
tute of Mental Measurement has long been con-
cerned with the education of test users and the
assurance of quality tests. As part of these efforts the
Institute publishes the Mental Measurement Year-
book (MMY), first published in 1938, which con-
tains critical reviews by experts of nearly ail
commercially available psychological and educa-
tional tests. Recently, Institute personnel concluded
that 41 percent of the tests reviewed in The Eighth
Mental Measurements Yearbook were lacking in
reliability and/or validity data.82 In the years before
his death, Oscar Buros often lamented the lack of
effect that either the Standards or the Buros Institute
had on test quality or use. In a speech in 1968, for
example, Buros reported the following:

At present, no matter how poor a test may be, if
it is nicely packaged and if it promises to do all sorts
of things which no test can do, the test will find many
gullible buyers. When we initiated critical test
reviewing in had no idea
how difficult it would be to discourage the use of
poorly constructed tests of unknown validity. Even
the better informed test users who finally become
convinced that a widely used test had no validity
after all are likely to rush to use a new instrument

some S(a&rds  read: “. . . informed consent should be obtained from test takers or their legal representatives before testing is done except (a) when
testing without consent is mandated by law or governmental regulation (e.g., statewide testing programs); (b) when testing is conducted as a regular part
of school activities (e.g., schoolwide  testing programs and participation by schools in norming and research studies); or (c) when consent is clearly
implied (e.g., application for employment or educational admissions). ” Ibid., p. 85.

81 Sw, e.g., George ~daust ‘‘Public Policy and the Testing Professio-You’ve  Never Had it so Good?’ and reactions by former National Council

on Measurement in Education presidents William E. Coffman,  Thomas  J. Fitzgibbom  Jason Millnum and brne  A. Shep~d,  ~ Educatio~l
Measurement: winter 1985, pp. 5-16.

sz~tchcll,  op. cit., fOOtUOte 71.

QL 
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which promises far more than any good test can
possibly deliver.83

In addition, the efforts by professionals to self-
regulate are often aimed at developing technically
sound tests and thus at the transactions between test
developers and test users. Less attention has been
directed toward the even more intractable problem
of how to assure that tests are used appropriately
once developed and chosen by a school. How can
good testing policies be assured once a testing
program, over which test takers have no choice
about participation, is put in place?

Education and Public Discussion

Education and public discussion about tests, their
limitations (as well as their value), and the principles
of appropriate test use is the second way better
testing practices could be encouraged. If the general
public, parents, and test takers understood what
questions to ask about tests and what protections to
expect, then those who administer and choose tests
would be more accountable for their testing prac-
tices. A number of testing experts believe that more
o p e n  examination of test use and its social conse-
quences could help encourage better practices on the
part of those responsible for administering and
interpreting tests.84

Teachers, principals, school boards, superinten-
dents, and others who set testing policies for schools
are another audience for educational efforts. Some
proposals have recommended mandatory training
for teachers to help them better understand tests and
good testing practices.

85 Recently several profes-
sional associations jointly drew up a set of “Stand-
ards for Teacher Competence in Educational Assess-
ment of Students, ’ which established guidelines for
what teachers should know in order to use various
assessment techniques appropriately.86 Others have

called for better training of administrators and have
encouraged rewarding of administrators for good
assessment practices in their schools.87

Litigation

Litigation is the third route toward better testing
practice. “Before the 1960’s, the courts were rarely
concerned with testing or evaluation of students.
Most likely, their concern was limited because,
under the standard of ‘reasonableness, ’ standardized
testing was a subject left principally to the profes-
sional discretion of school teachers and administra-
tors.’ ’88 And since the courts showed little interest in
test-related issues, as characterized in this quotation,
lawyers had no incentive to bring legal actions about
testing practices.

As the use of tests increased, so did their potential
for causing legally significant harm to test takers.89

The court’s “hands off” approach changed in the
1970s and 1980s, with the filing of several lawsuits
challenging the uses of standardized tests in educa-
tion. The activism of parents, civil rights advocates,
and civil liberties groups was an important spur to
the development of case law in this area. Overall,
however, educational tests have received far fewer
legal challenges than have employment-related
tests. 90

Most litigation involving standardized educa-
tional tests involves individuals who, alone or as a
class, claim violations of fundamental rights. These
include the constitutional rights of due process and
equal protection, and the rights guaranteed by
Federal laws, such as civil rights, equal opportunity,
and education of individuals with disabilities. The
issues tend to center on the use of tests for
classification, exclusion, and tracking, or the privacy
of individual test takers. In these cases, the defen-
dants are usually State and local school administra-

ssOscar  K. Buros, “The Story Behind the Mental Measurements Yearbooks,”  vol. 1, 1968, p, 94,
84Mi~he~ op. cit., footnote 71; and Walter ~eY* “Testing Reasoning and Reasoning About lksting,”

winter pp. 
85jo~  R fi115,  ~{Apafiy conce~  Grad~g  ~d ~5~,>  Kappan,  VO1. n, No. 7, March 19$)1,  pp. 540-545;  and Richard J. Stiggins,  ‘ ‘Assessment

Literacy, ” March 1991, pp. 534-539; and Robert Lynn Canady and Phyllis Riley Hotchkiss, “It’s a Good Score! Just
a Bad Grade,” 1, September 1989, pp. 68-73.

86&~cm Federation of ~chers, Natio~  Comcil  on Measurement ~ ~ucatio~ ad Natio~  ~u~tion  Associatio~  “StatI&rdS for ‘lkacher

Competence in Educational Assessment of Studenta,” unpublished document, 1990.
8THiIls, Op. cit., footnote 85.

88Jwes  E. Buo ad job C, Hog-  ‘C~t Pubfic ~terest  ~wyers  ad ~ucatio~  Polic@em NA to Know About  ‘ksting:  A Review of
Recent Cases, Laws and Areas of Future Litigation’ vol. p. 917.

sgDon~d N. Bersoff,  “social  and Legal Influences on ‘lkst Development and Usage, “ in Plake (cd,), op. cit., footnote 71.
90S& Wlgdor  ad G~er  (e&$), op.  cit., foo~ote  29, for aII  overview of leg~ issues in employment and  edUCatiOIKd  teSdIlg.
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tors. Some of the earliest challenges to testing
practices focused on racial discrimination. Under
attack were certain classification and tracking poli-
cies—not uncommon in Southern schools resisting
desegregation —that used I.Q. and other tests in
ways that resulted in resegregation. Federal courts
quickly barred these types of programs.91

Often it is the testing policy or the way a test is
being used, rather than the test itself, that is
challenged in court. In addition, most legal chal-
lenges have dealt with tests used for the so-called
‘‘gatekeeping’ functions: college admissions, mini-
mum competency, or special education placement.
Thus, tests are most likely to receive legal scrutiny
and challenge when they are used to make signifi-
cant decisions about individual students.  In general,
the courts have most often sought guidance from and
upheld the Standards.

Some of the most significant cases involving due
process and testing were spawned by the minimum
competency movement. The first such case, the
landmark Debra P. v. Burlington, claimed that the
Florida law requiring students to pass a functional
literacy test before obtaining a high school diploma
violated the student plaintiffs’ rights to due process
and equal protection, as well as the Equal Educa-
tional Opportunities Act. After examining such
issues as whether the test assessed skills that were
actually taught, whether there was adequate notice
of the requirement, whether students had access to
adequate remediation, and whether they had oppor-
tunities to take the test over, the court enjoined
Florida from implementing the law until 1982-83,
after the vestiges of the State’s formerly segregated
school system were presumed to have dissipated.

As in other cases, the court referred to the
Standards in reaching its decision. However, this
case also demonstrated quite clearly the consider-
able latitude for interpretation and professional
judgment required to translate the Standards into
specific recommendations for practice. During the
trial, two testing experts, both of whom were
members of the committee who drew up the
Standards in 1974, offered divergent and conflicting
expert views about the kind of validity evidence the
State of Florida should have provided.92

Photo credit: 

Resorting to the courts to settle issues of good testing
practice is often a last recourse. Most legal challenges to
educational tests have occurred when these tests have

been used for selection, certification, or placement
of students.

The body of case law reveals some broad themes
about how courts view tests, and some general
principles about acceptable and unacceptable uses of
tests. In general, courts have a great respect for
well-constructed, standardized tests that are clearly
tied to the curriculum. They do not find them
arbitrary or irrelevant to the legitimate State interest
in improving education. A minimum competency
test, for example, is a reasonable method of assess-
ing students’ basic skills. In addition, Federal courts
have hesitated to interfere in the education process
or second guess local school district personnel.

Courts tend to look at how the results of the tests
are used. If there are allegations that tests were used
to deny graduation diplomas, place students in lower
education tracks, or misclassify students as mentally
disabled—any situations in which a test taker can
claim serious injury-then the cases will be given
more careful scrutiny. Cases involving historically
vulnerable groups of students, such as minorities and
children with disabilities, also raise flags.

91 Norman J. Chachkin,  “lksting in Elementary and Secondmy  Schools: Can Misuse Be Avoided?”
 Bernard R. Gifford (cd.) (Bosto~ MA: Kluwer, 1989).

92S~ ~ey, op. cit., footnote 84.



74 ● Testing in American Schools: Asking the Right Questions

Usually Federal lawsuits involving the use of tests
have been successful only where there was a claim
that the test violated some other, independently
established Federal right, such as the right of due
process or protection from racial discrimination.93

State courts have shown similar deference to local
judgment.

Court decisions have established some other basic
guidelines about tests and their applications. Tests
should accurately reflect their intended content.
Students should have opportunities to learn the
material on the tests in school. Students should
receive adequate notice to prepare for the tests. The
examinations should not be used as the sole factor in
determining  placement or status. The scoring proce-
dures should accurately assess mastery of the
content. 94

Courts have protected the privacy of the parent-
child relationship when testing of a very personal
nature, such as certain psychological and diagnostic
tests, has interfered with family relationships or the
parents’ rights to rear their children. On the flip side,
courts have also tended to protect the security of
tests by reaffirmingg the applicability of copyright
laws to test materials.

Resorting to the courts to settle issues of good
testing practice is often a last recourse. However,
many testing experts as well as educators feel that
courts are not the optimal arena in which to set
policies regarding tests and their use. “If educators
have a difficult time matching students with appro-
priate educational placements, judges have no expe-
rience at all. ’ ’95

One clear alternative to courts as watchdogs is to
encourage school systems and policymakers to be
more careful about the testing policies they imple-
ment. Many school testing policies are not set
clearly and explicitly nor are they publicly available.
As one litigator, involved for many years in testing
and tracking litigation in schools, has written:
" . . . the most difficult part of such litigation is the
process of factual investigation to determine exactly

what use is being made of what tests in a particular
district." 96

A recent case in New York State suggests that
educational administrators may have an important
role to play in providing guidance and supervision
regarding the fairness of school testing policies. The
mother of an eighth grade student who had been
excluded from enrichment programs because of her
test scores on the Iowa Tests of Basic Skills (ITBS)
appealed that decision. The district superintendent
denied her appeal, supporting the school board’s
policy of using this test as the screening criteria for
the enrichment program. This mother then appealed
her case to the New York State Commissioner of
Education who, after reviewing the evidence about
the ITBS, issued an order prohibiting the district’s
use of test scores as the sole determinant for
eligibility for educational enrichment programs. In
part the order reads:

Given the proviso in the ITBS testing manual,
respondents’ use of its test scores as a screening
device that automatically excludes a student from
further consideration for placement in an enrichment
program is inconsistent with the specific guidelines
provided by the developers of the ITBS test.
Furthermore, because the results of a single test may
be adversely affected by factors such as anxiety,
illness, test-taking ability, ability to process direc-
tions or general distractibility (which have little to do
with ability or achievement), use of standardized test
scores as a screening device may serve to exclude
pupils prematurely who are otherwise eligible.
Based on the foregoing, I conclude that respon-
dents’ (the district) policy which denies a student the
possibility of further consideration for placement in
an enrichment program solely on the student
failure to achieve above a certain score on a subpart
of the ITBS is not a legitimate measure for screening
a student’s capacity for success in an enriched

As the attorney cited above notes:

As we (litigators) accumulate more knowledge
about both test construction and test misuse in

gsc~c~  op. cit., footnote 91.
MBmno  ~d Hogaq  Op. CIL, fM~Ote 88.

95WTfllim H, cl~e, * ‘co~~  ~~ cautious  watchdogs:  co~titutio~  ad poficy ISSUN of s~dar~~ %sting in Education, ” report  prepared for

the National Commission on ‘Iksting and Public Policy, 1988, p. 1.
%C~c~ Op. cit., footnote 91, p. 186, emphasis added.
gTOrder #12433 of the S@te ~ucation  ~p~ent  of New York, issued Dec. v, 19W by ~0~  SObOl,  Commissioner Of EdUCatiO~  p. 3, emphaSiS

added.
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educational settings, it will become easier for
attorneys to gather these facts and litigation will
continue and expand. For this reason, policymakers,
legislators, and educational administrators are well
advised to conduct their own reviews for the purpose
of restricting test use to appropriate functions within
their institutions and systems.98

Federal Legislation

Federal legislation is the fourth avenue to im-
proved test practice, Some of the practices common-
place today in educational testing are the result of
legislative efforts. In the mid-1970s, Congress
passed a series of laws with significant provisions
regarding testing and assessment, one affecting all
students and parents and the others affecting individ-
uals with disabilities and their parents. In both cases,
this Federal legislation has had far-reaching implica-
tions for school policy because Federal financial
assistance to schools has been tied to compliance
with these legislated mandates regarding appropri-
ate testing practices.

The Family Education Rights and Privacy Act
of 1974 (FERPA)—FERPA, commonly called the
‘ ‘Buckley Amendment’ after former New York
Senator James Buckley, was enacted in part to
attempt to safeguard parents’ rights and to correct
some of the improprieties in the collection and
maintenance of pupil records. This legislation drew
heavily on a set of voluntary guidelines regarding
pupil records, called the Russell Sage Foundation
Conference Guidelines, drawn up in 1969 by a panel
of education professors, school administrators, sociol-
ogists, psychologists, professors of law, and a
juvenile court judge.

99 The basic provisions of this

legislation are twofold. First it establishes the right
of parents to inspect school records. Second, it
protects the confidentiality of information by limit-
ing access to school records (including test scores)
to those who have legitimate educational needs for
the information and by requiring written parental
consent for the release of identifiable data (see table
2-3).

Table 2-3—Federally Legislated Rights Regarding
Testing and School Records

1. The Family Education Rights and Privacy Act of 1974
A. Right to inspect records:

1. Right to see all of a child’s test results that are part of the
child’s official school record.

2. Right to have test results explained.
3. Written requests to see test results must be honored in 45

days.
4. If child is over 18, only the child has the right to the record.

B. Right to privacy: Rights here limit access to the official school
records (including test scores) to those who have legitimate
educational needs.

ii. The Education of All Handicapped Children Act of 1975
and The Handicapped Rehabilitation Act of 1973
A. Right to parent involvement:

1. The first time a child is considered for special education
placement, the parents must be given written notice in
their native language, and their permission must be
obtained to test the child.

2. Right to challenge the accuracy of test scores used to plan
the child’s program.

3. Right to file a written request to have the child tested by
other than the school staff.

4. Right to request a hearing if not satisfied with the school’s
decision as to what are the best services for the child.

B. Right to fairness in testing:
1. Right of the child to be tested in the language spoken at

home.
2. Tests given for placement cannot discriminate on the

basis of race, sex, or socioeconomic status. The tests
cannot be culturally biased.

3. Right of child to be tested with a test that meets special
needs (e.g., Braille or orally).

4. No single test score can be used to make special
education placement decisions. Right to be tested in
several different ways.

SOURCE: E.B. Herndon,  Your Child and Testing (Washington, DC: U.S.
Department of Education, National Institute of Education,
October 1980), pp. 26-27.

FERPA was an early victory for the proponents of
public disclosure of test results and to date their only
significant success in the Federal arena. During the
1980s, several “truth in testing” bills were intro-
duced in Congress, intended to make tests more
accessible to individuals who took them. Amid press
reports about serious scoring mistakes and the
publication of books accusing major testing compa-
nies of greed and arrogance, these bills gained
momentum for a while, but none were enacted. The

gschach~,  op. cit., footnote 91, p. 186.

~wl~respect  to ‘‘informed consent,’ the Russeil  Sage Foundation Conference op. cit., footnote 78, state that: “. . . no information should
be collected from students without the prior informed consent of the child and his parents, p. 16. However, these guidelines also spezify  the types of
data for which the notion of  consent can be accepted. Representational consent means that permission to collect data is given by
appropriately elected officials, such as the State Legislature or local school board. The Guidelines go on to clarify that: ‘‘no statement of consen~  whether
individual or representational, should be binding unless it is freely given after: The parents (and students where appropriate. . .) have been fully informed,
preferably in writing, as to the methods by which the information will be collected; the uses to which it would be pu~ the methods by which it will be
recorded and maintained; the time period for which it will be retained; and the persons to whom it will be available, and underwhat  conditions, ’
p, 17.
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drive for Federal action to ensure better testing
practices has since stalled.

These bills were patterned, to some extent, on
legislation passed by New York and California
requiring testing companies to disclose to State
commissions information about tests and testing
procedures, as well as the answers to test questions.
In general these laws have contained three main
provisions: 1) that test developers file information
about the reliability and validity of the test with a
government agency, 2) that they inform students
what their scores mean, how scores will be used and
how access to the scores will be controlled, and 3)
that individual test takers have access to corrected
questions (after the test), not just the score they
receive. It is largely this third provision that has
made this type of legislation so controversial; the
first two provisions (assuring access to information
about the test’s development and assuring that the
test taker is appropriately informed and privacy
protected) are basic tenets of good testing prac-
tice.100 The premise behind these laws is that by
increasing public scrutiny of tests, their develop-
ment and their uses, potential harm to individuals
can be headed off in the early stages—as when a
testing company makes a scoring error-and the
tests themselves will become more accurate and fair.

Legislation Affecting Individuals With Dis-
abilities-The Rehabilitation Act of 1973 bars
recipients of Federal funds from discrimin ating
against individuals with disabilities. In the educa-
tional arena, the act has been interpreted to protect
against misclassification of people as retarded,
learning disabled, or mentally disabled in other
ways.

One of the most consistent recommendations of
testing experts is that a test score should never be
used as the single criterion on which to base
decisions about individuals. Significant legal chal-
lenges to the overreliance on I.Q. test scores in
special education placements led to an exemplary
Federal policy on test use in special education
decisions. The Education for All Handicapped

Children Act of 1975 (Public Law 94-142) was
designed to assure the rights of individuals with
disabilities to the best possible education. Congress
included eight provisions designed to protect stu-
dents and ensure fair, equitable, and nondiscrimina-
tory use of tests in implementing this program.
Among the provisions were: 1) decisions about
students are to be based on more than performance
on a single test, 2) tests must be validated for the
purpose for which they are used, 3) children must be
assessed in all areas related to a specific or suspected
disability, and 4) evaluations should be made by a
multidisciplinary team.lO1 This legislation provides,
then, a number of significant safeguards against the
simplistic or capricious use of test scores in making
educational decisions.

Conclusion: Toward Fair Testing Practice

Legal challenges have affected testing practices in
some important ways. First, they have . . made the
[psychological and testing] profession, as well as
society in general, more sensitive to racial and
cultural differences and to how apparently innocent
and benign practices may perpetuate discrimination,
[Second, they have] . . . alerted psychologists to the
fact that they will be held responsible for their
conduct. "102 Third, by drawing some attention to the
rights of test takers and responsibilities of test
administrators, they have accelerated the search for
better means of assessing human competencies in all
spheres. 103

Even after the enactment of FERPA and 25 years
of court challenges, the current level of protection
against test misuse remains rather low when com-
pared with some other areas of consumer interest.
Protections consist primarily of warnings in test
publishers’ manuals and a handful of State laws.
Few public school districts, except for the very
largest, have staffs with adequate backgrounds in
psychometrics, fully trained in professional ethics
and responsibilities governing test use and misuse.
For most school systems, there is an abundance of
public and government pressure to test students
extensively, but a minimum of support to help them

l~e ~ti in testhg  legislation has focused primarily on college and graduate admissions tests, ‘‘. . . probably in part because such tests seem to have
more visible consequences for the fate of individual test-takers than did testing of students below the college age, but surely also because college age
test-takers had considerably more political clout than test-takers too young to vote. ’ Mehrens  and Lehmann, op. cit., footnote 22, p. 629; and Haney,
op. cit., footnote 84.

IOIJoti Sdvia  ad James  E. Ysseldyke, Assessment 3rd ed. (Bosto~ MA: Houghton ~fi CO., 1985).
IOZDo@d N. Bersoff, ‘‘Testing and the bw, ” vol. 36, No. 10, October 1981, p. 1055.
IOJ~ld.
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make ‘‘. . . proper, cautious interpretations of the
data which are produced."104

As educational test use expands, examination of
the social consequences of test use on children and
schools must also be a priority. More social dialog
and openness about what constitutes acceptable and
unacceptable testing practices should be encour-
aged. Furthermore, tests used for the gatekeeping

functions of selection, placement, and certification
should be very carefully examined and their social
consequences considered. If high-stakes testing
spreads into new realms, such as a national test, we
can expect to see the number of court challenges and
the demand for legislative and regulatory safeguards
multiply. Options for Congress to consider to foster
better testing practice are discussed in chapter 1.

104~zM,  op. cit., footnote 91.
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Highlights
●

●
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●

As the Federal financial commitment to education expanded during the 1960s and 1970s, new demands
for test-based accountability emerged. Federal policymakers now rely on standardized tests to assess
the effectiveness of several Federal programs.
Evaluation requirements in the Federal Chapter 1 program for disadvantaged children, which result in
more than 1.5 million children being tested every year, have helped escalate the amount of testing in
American schools. Questions arise about whether results of Chapter 1 testing produce an accurate
picture of the program’s effectiveness, about the burden that the testing creates for schools, teachers,
and children, and about the usefulness of the information provided by the test results.
The National Assessment of Educational Progress (NAEP) is a unique Federal effort begun in the
1960s to provide long-term and continuous data on the achievement of American school children in
many different subjects. NAEP has become a well-respected instrument to help gauge the Nation’s
educational health. Recent proposals to change NAEP to allow for comparisons in performance
between States, to establish proficiency standards, or to use NAEP items as a basis for a system of
national examinations raise questions about how much NAEP can be changed without compromising
its original purposes.
National testing is a critical issue before Congress today. Many questions remain about the objectives,
content, format, cost, and administration of any national test.

The role of the Federal Government in educa-
tional testing policy has been limited but influential.
Given the decentralized structure of American
schooling, few decisions supported with test infor-
mation are made at the Federal level. States and local
school districts make most of the decisions about
which tests to give, when to give them, and how to
use the information. The Federal Government
weighs in primarily by requiring test-based meas-
ures of effectiveness for some of the education
programs it funds, operating its own testing program
through the National Assessment of Educational
Progress (NAEP), and affording some limited pro-
tections and rights to test takers and their parents
(see ch. 2).

This circumscribed Federal role has nevertheless
influenced the quantity and character of testing in
American schools. As Federal funding has expanded
over the past 25 years, so has the Federal appetite for
test-based evidence aimed at ensuring accountabil-
ity for those funds. This growth in Federal influence
has evolved with no specific and deliberate Federal
policy on testing. Most Federal decisions about
testing have been made in the context of larger
program reauthorization bills, with evaluation ques-

tions treated as program issues rather than testing
policy issues. As discussed in the preceding chapter,
Congress did consider several bills in the 1970s and
1980s related to test disclosure and the rights of test
takers; only the Family Education Rights and
Privacy Act of 1974 became law.

This picture is changing. Congress now faces
several critical choices that could redefine the
Federal role in educational testing. In three policy
areas, Congress has already played an important
role, and its decisions in the near term could have
significant consequences for the quantity and quality
of educational testing. Accountability for federally
funded programs is the frost area. The tradition of
achievement testing as a way to hold State- or
district-level education authorities accountable is as
old as public schooling itself. Continued spending
on compensatory education has become increas-
ingly dependent on evidence that these programs are
working. Thus, for several decades now the single
largest Federal education program--Chapter 1 (Com-
pensatory Education)--has struggled with the need
for evaluation data from States and districts that
receive Federal monies. Increasing reliance on
standardized norm-referenced achievement tests to

-81-
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monitor Chapter 1 programs indicates an increasing
Federal influence on the nature and quantity of
testing. Congress has revised its accountability
requirements on several occasions, and in today’s
atmosphere of test reform, the $6 billion Federal
Chapter 1 program can hardly be ignored. The basic
policy question is whether the Federal Government
is well served by the information derived from the
tests used today and whether modifications could
provide improved information.

Second, Federal support for collection of educa-
tional data, traditionally intended to keep the Nation
informed about overall educational progress, is now
viewed by some as a lever to influence teaching and
learning . Thus, the 20-year-old NAEP, widely ac-
claimed as an invaluable instrument to gauge the
Nation’s educational health, has, in the past few
years, attracted the attention of some policymakers
interested in using its tests to change the structure
and content of schooling.

A third and related issue is national testing, In
addition to various suggested changes to NAEP, a
number of proposals have emerged recently– -from
the White House, various agencies of the executive
branch, and blue ribbon commissions-to imple-
ment nationwide tests. Although the purposes of
these tests vary, it is clear they are intended to bring
about improved achievement, not simply to estimate
current levels of learning. The idea of national
testing seems to have gained greater public accepta-
bility. Proponents argue that “national” does not
equal ‘‘ Federal,” and that national education stand-
ards do not require Federal determination o f  c u r r i c -
ula and design of tests. Others fear that national
testing will lead inevitably to Federal control of
education.

OTA analyzed the development and effects of the
current Federal role in testing and examined pending
proposals to change that role. This chapter discusses
OTA’s findings vis-á-vis Chapter 1, NAEP, and
national testing.

Chapter 1, Elementary and Secondary
Education Act: A Lever on Testing

The passage of the 1965 Federal Elementary and
Secondary Education Act (ESEA) heralded a new
era of broad-scale Federal involvement in education
and established the principle that with Federal
education funding comes Federal strings. The cor-
nerstone of ESEA was Title I (renamed Chapter 1 in
1981), which is still the largest program of Federal
aid to elementary and secondary schools.1 The
purpose of Title I/Chapter 1, both then and now, is
to provide supplementary educational services, pri-
marily in reading and mathematics, to low-achieving
children living in poor neighborhoods. With an
appropriation of $6.2 billion for fiscal year 1991,2

Chapter 1 channels funds to almost every school
district in the country. Some 51,000 schools, includ-
ing over 75 percent of the Nation’s elementary
schools, receive Chapter 1 dollars, which are used to
fund services to about 5 million children in pre-
school through grade 12. Given its 25-year history
and broad reach, the effect of Chapter 1 on Federal
testing policy is profound.

History of Chapter 1 Evaluation

From the beginning, the Title I/Chapter 1 law
required participating school districts to periodically
evaluate the effectiveness of the program in meeting
the special educational needs of educationally disad-
vantaged children, using ‘‘. . . appropriate objective
measures of educational achievement’ ’3-interpreted
to mean norm-referenced standardized tests. Con-
gress has revised the evaluation requirements many
times to reflect changing Federal priorities and
address new State and local concerns.

During the 1960s and 1970s, the Title I evaluation
provisions generally became more prescriptive and
detailed. In 1981, a dramatic loosening of Federal
requirements occurred: while evaluations were still
required, Federal standards governing the format,
frequency, and content of evaluations were deleted.
In the absence of Federal guidance, confusion about
just what was required ensued at the State and local

l’rhe remainder of this section is from Nancy  Kober, ‘‘The Role and Impact of Chapter 1 Evaluation and Assessment Requirements, ’ OTA contractor
report, May 1991.

~f this $6.2 billiou  approximately $5.5 billion is distributed by formula to local school districts. The remainder is used for three State-administered
programs for migrant students, students with disabilities, neglected and delinquent children, and for other specialized programs and activities, such as
State administration and technical assistance.

3Public  Law 89-10.



Chapter 3—Educational Testing Policy: The Changing Federal Role . 83
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President Johnson signing the Elementary and Secondary Education Act of 1965 at a school in Johnson City, Texas.
The enactment of this law was a milestone in Federal education policy.

levels. Congress responded by gradually retighten-
ing the evaluation requirements. The most recent set
of amendments, the 1988 reauthorization, made
Chapter 1 assessment more consequential and con-
troversial than ever before by requiring Chapter 1
schools to modify their programs if they could not
demonstrate achievement gains among participating
children-the so-called ‘program improvement pro-
visions.

Through all these revisions, the purposes of Title
I/Chapter 1 evaluation have remained much the
same: to determine the effectiveness of the program
in improving the education of disadvantaged chil-
dren; to instill local accountability for Federal funds;
and to provide information that State and local
decisionmakers can use to assess and alter programs.

Specific Requirements for
Evaluating Programs

Title I/Chapter 1 is a partnership between Federal,
State, and local governments, and the evaluation

provisions reflect this division of responsibility.
Evaluation of the effects of Chapter 1 on student
achievement begins at the project level—usually the
school. Test scores of participating children are
collected from schools, analyzed, and summarized
by the local education agency (LEA). Each LEA
reports its findings to the State education agency
(SEA), which aggregates the results in a report to the
U.S. Department of Education. (States can, if they
wish, institute additional requirements regarding the
format, content, and frequency of Chapter 1 evalua-
tions.) Congress, by statute, and the Department of
Education, through regulations and other written
guidance (particularly the guidance in the Depart-
ment’s Chapter 1 Policy Manua14), set standards for
SEAS and LEAs to follow in evaluating and
measuring progress of Chapter 1 students. The
Department also compiles the State data and sends
Congress a report summarizing the national achieve-
ment results, along with demographic data for
Chapter 1 participants.

4u.s.  De~~ent  of Education, Chapfer  ~ poflcy Ma~uaZ  (Wmhington,  DC: Apfil  1990).
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Standardized Tests and
Mandated Evaluations

Since the creation of the Title I/chapter 1
Evaluation and Reporting System (TIERS) in the
mid-1970s, the Department has relied on norm-
referenced standardized test scores as an available,
straightforward, and economical way of depicting
Chapter 1 effectiveness. The law, for its part, gives
an imprimatur to standardized tests, through numer-
ous references to “testing,” “scores,” “objective
measures, ‘‘ ‘‘measuring instruments,’ and ‘ ‘aggre-
gate performance. ” Chapter 1 evaluation has be-
came nearly synonymous with norm-referenced
standardized testing.

The purpose of TIERS has changed little since it
became operative in 1979: to establish standards that
will result in nationally aggregated data showing
changes in Chapter 1 students’ achievement in
reading, mathematics, and language arts. To con-
form with TIERS, States and local districts must
report gains and losses in student achievement in
terms of Normal Curve Equivalents (NCEs), a
statistic developed specifically for Title I. NCEs
resemble percentile scores, but can be used to
compute group statistics, combine data from differ-
ent norm-referenced tests (NRTs), and evaluate
gains over time. (Gains in scores, which can range
from 1 to 99, with a mean of 50, reflect an
improvement in position relative to other students.5)
To produce NCE scores, local districts must use an
NRT or another test whose scores can be equated
with national norms and aggregated. Thus, although
the Chapter 1 statute does not explicitly state that
LEAs must use NRTs to measure Chapter 1 effec-
tiveness, the law and regulations together have the
effect of requiring NRTs because of their insistence
on aggregatable data and their reliance on the NCE
standard.

The 1988 law, as interpreted by the Department of
Education, changed the basic evaluation provisions
in ways that increased the frequency and signifi-
cance of standardized testing in Chapter 1. Specifi-
cally, the law:

●

●

●

●

●

●

through the new “program improvement”
provisions, put teeth into the longstanding Title
I/Chapter 1 requirement that LEAs use evalua-
tion results to determine whether and how local
programs should be modified. Schools with
stagnant or declining aggregate Chapter 1 test
scores must develop improvement plans, frost
in conjunction with the district and then with
the State, until test scores go up.
gave the Department the authority to reinstate
national guidelines for Chapter 1 evaluation
(which had been eliminated in 1981) and
required SEAS and LEAs to conform to these
standards.
focused greater attention on (and, through
regulation, required measurement of) student
achievement in higher order analytical, reason-
ing, and problem-solving skills.
directed LEAs to develop ‘desired outcomes,’
or measurable goals, for their local Chapter 1
programs, which could include achievement
outcomes to be assessed with standardized
tests.
expanded the option for high-poverty schools
to operate schoolwide projects,6 as long as they
can demonstrate achievement gains (i.e., higher
test scores) among Chapter l-eligible children.
as interpreted by the Department, required
LEAs to conduct a formal evaluation that met
TIERS standards every year, rather than every
3 years. (In actual practice, most States required
annual evaluations.)

Other Uses of Tests in Chapter 1

Producing data for national evaluations is only
one of several uses of standardized tests in Chapter
1. Under the current law and regulations, LEAs are
required, encouraged, or permitted to use tests for all
the following decisions:

●

●

identifying which children are eligible for
Chapter 1 services and establishing a “cutoff
score” to determine which children will actu-
ally be served;
assessing the broad educational needs of Chap-
ter 1 children in the school;

%&y Kemedy,  B e a t r i c e  F, B - and Randy E. Demaline, (Washington DC: U.S. Department of
Educatioa  1986), p. E-2.

6Under  the ~~hoolwide  Project Optiom schools  wi~ 75 prcent or more poor children  may use heir Cbpter  1 tids  fOr prOgr~S  tO upgde  ?.hC

educational program for all children, without regard to Chapter 1 eligibiMy; in exchange for this greater flexibility, these schools must agree to increased
accountability.
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●

●

●

●

●

●

●

●

●

●

determining the base level of achievement of
individual Chapter 1 children before receiving
services (the “pretest’ ‘);
assessing the level of achievement of Chapter
1 children after receiving services (the “post-
test’ ‘), in order to calculate the change data
required for national evaluations;
deciding whether schools with high proportions
of low-achieving children should be selected
for projects over schools with high poverty;7

allocating funds to individual schools;
establishing goals for schoolwide projects;
determining  whether schoolwide projects can
be continued beyond their initial 3-year project
period;
annually reviewing the effectiveness of Chap-
ter 1 programs at the school level for purposes
of program improvement;
deciding which schools must mod@ their
programs under the “program improvement”
requirements;
determining when a school no longer needs
program improvement;
identifying which individual students have
been in the program for more than 2 years
without making sufficient progress; and
assessing the individual program needs of
students that have participated for more than 2
years.

In addition, Congress and the Department of
Education use standardized test data accumulated
from State and local evaluations for a variety of
purposes:

●

●

●

●

justifying continued appropriations and author-
izations;
weighing major policy changes in the program;
targeting States and districts for Federal moni-
toring and audits; and
contributing to congressionally mandated stud-
ies of the program.

Competing Tensions

Chapter 1 is a good example of how Congress
must weigh competing tensions when making deci-
sions about Federal accountability and testing. For
example, in Chapter 1, as in other education
programs, the need for Federal accountability must

be weighed against the need for State and local
flexibility in program decisions. The Federal appe-
tite for statistics must be viewed in light of the
undesirable consequences of too much Federal
burden and paperwork-lost instructional time and
declining political support for Federal programs, to
name a few. The Federal desire for succinct,
‘‘objective, and aggregatable data must be judged
against the reality that test scores alone cannot
provide a full and accurate picture of Chapter 1’s
other goals and accomplishments (e.g., redistribut-
ing resources to poor areas, mitigating the social
effects of child poverty, building children’s self
esteem, and keeping students in school). Finally, the
Federal need for summary evaluations on which to
formulate national funding and policy decisions
must be weighed against the local need for meaning-
ful, child-centered information on which to base
day-to-day decisions about instructional methods
and student selection.

The number of times Congress has amended the
Chapter 1 evaluation requirements suggests how
difficult it is to balance these competing tensions.

Effects of Chapter 1 on Local Testing

Chapter 1 has helped create an enormous system
of local testing. Almost every Chapter 1 child is
tested every year, and in some cases twice a year, to
meet national evaluation requirements. In school
year 1987-88, over 1.6 million Chapter 1 partici-
pants were tested in reading and just under 1 million
in mathematics. Sometimes this testing is combined
with testing that fulfills State and local needs; other
times Chapter 1 has caused districts to administer
tests more frequently, or with different instruments,
than they would in the absence of a Federal
requirement.

Because SEAS and LEAs often use the same test
instruments to fulfill both their own needs and
Chapter 1 requirements, and because States and
districts expanded their testing programs during
roughly the period when Chapter 1 appropriations
were growing, it is difficult, perhaps impossible, to
sort out which entity is responsible for what degree
of the total testing burden. Although States and
districts often coordinate their Chapter 1 testing with
other testing needs, many LEAs report that without

7A ~ropo~~ t. amend Tide  I so that all funding would be distributed on the basis of achievement teSt scores was put fofi ~ tie ~te  197@ by
then-Congressman Albert Quie (R-MN). The proposal was not accepted, but a compromise provision was adoptcxi, which remains in the law today,
permitting school districts to allocate funds to schools based on test scores in certain limited situations.
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Classrooms like this in Jefferson Parish, Louisiana, benefit from the extra assistance for disadvantaged students provided by
Chapter 1 of the Elementary and Secondary Education Act. Testing has always been a big part of Chapter 1 activity.

Chapter 1, they would do less testing. A district
administrator from Detroit, for example, estimated
that her school system conducts twice as much
testing because of Chapter 1.8 The research and
evaluation staff of the Portland (Oregon) Public
Schools noted that in the absence of a Chapter 1
requirement to test second graders, their district
would begin standardized testing later, perhaps in
the third or fourth grade.9 (In school year 1987-88,
about 22 percent of Chapter 1 public and private
school participants were in grades pre-K through one
and were already exempted from testing. Another 26
percent of the national Chapter 1 population were in
grades two and three; these children must be tested
under current requirements.) One State Chapter 1
coordinator said that without Chapter 1, his State
would require only its State criterion-referenced
instrument, and not NRTs. At the school level,

principals and teachers express frustration with the
amount of time spent on testing and tracking test
data in Chapter 1 and the degree of disruption it
causes in the academic schedule.

National studies of Chapter 1 and case studies of
its impact in particular districts have uncovered
some significant concerns about the appropriateness
of using standardized tests to assess the program’s
overall effectiveness, make program improvement
decisions, and determine the success of schoolwide
projects. Over the years, Chapter 1 researchers and
practitioners have raised a number of technical
questions about the quality of Chapter 1 evaluation
data and have expressed caveats about its limitations
in assessing the full impact and long-term conse-
quences of Chapter 1 participation. With the new
requirements that raised the stakes of evaluation,
debate over the data’s validity and limitations has

ss~on Jo~on-~wis,  director, office  of N- g, Research and Evaluatio% Detroit Public Schools, remarks at OTA Advisory Panel meeting,
June 28, 1991.

~s and the other observations about the impact of Chapter 1 on testing practices are taken from Kober,  op. cit., footnote 1. Case studies of the
Philadelphia, PA, and Portland, OR+ public schools helped inform OTA’S analysis and are cited throughout this chapter.



Chapter 3—Educational Testing Policy: The Changing Federal Role ● 87

become more heated. For example, there is evidence
from Philadelphia, Portland, and other districts that
because of measurement phenomena, test results do
not always target for program improvement the
schools with the lowest achievement or the weakest
programs. Similarly, schools with schoolwide proj-
ects have argued that a 3-year snapshot based on test
scores does not always provide adequate time or an
accurate picture of the project’s success compared
with more traditional Chapter 1 programs.

State and local administrators have also expressed
concerns about the effect of Chapter 1 testing on
instruction. While administrators and teachers are
loathe to admit to any practices that could be
interpreted as ‘‘teaching to the test, ” there is some
evidence from case studies and national evaluations
that teachers make a point to emphasize skills that
are likely to be tested. In districts such as Philadel-
phia and Portland, where a citywide test tied to local
curriculum is also the instrument for Chapter 1
evaluation, teachers can readily justify this practice.
Discomfort arises, however, when local administra-
tors and teachers feel they are being pressed by
Federal requirements to spend too much time
drilling students in the type of “lower order” skills
frequently included on commercially published
NRTs, or when teachers hesitate to try newer
instructional approaches, such as cooperative learn-
ing and active learning, for fear their efforts will not
translate into measurable gains.

Of more general concern is the broad feeling that
for the amount of burden it entails, Chapter 1 test
data is not very useful for informing local program
decisions. According to case studies and other
analyses, teachers and administrators use federally
mandated evaluation results far less often than other
more immediate and more student-centered evalua-
tion methods--e.g., criterion-referenced tests (CRTs),
book tests, teacher observations, and various forms
of assessment—to determine students’ real progress
and make decisions about instructional practices.
Frequently the mandated evaluations are viewed as
a compliance exercise—a ‘‘hoop’ that States and
local districts must jump through to obtain Federal
funding.

Although Chapter 1 teachers, regular classroom
teachers, and administrators do occasionally employ

other types of assessment to make decisions about
Chapter 1 students and projects, these alternative
forms are not entrenched in the program in the same
way that NRTs are, and are seldom considered part
of the formal Chapter 1 evaluation process. While
the Chapter 1 law contains some nods in the
direction of alternative assessment—particularly for
measuring progress toward desired outcomes and
evaluating the effects of participation on children in
preschool, kindergarten, and frost grade-the gen-
eral requirements for evaluation cause local practi-
tioners to feel that NCE scores are the only results
that really matter. They believe that alternative
assessment will not become a meaningful compo-
nent of chapter 1 evaluation without explicit en-
couragement from Congress and the Department.

One bottom line question remains: what does the
large volume of testing data generated by Chapter 1
evaluation tell Congress and other data users about
the achievement of Chapter 1 children? To answer
this question, it is useful to consider the data from a
10-year summary of Chapter 1 information, as
shown in table 3-1.10 The first thing that is apparent
from the summary data is how the millions of
individual test scores required for Chapter 1 evalua-
tion are aggregated into a single number for each
grade for each year. Average annual percentile gains
in achievement--comparing average student pretest
scores and average post-test scores—have hovered
in the range of 2 to 6 percentiles in reading, and 2 to
11 percentiles in mathematics. For some grade
levels, in some years, there have been greater
improvements, but in general the gains have been
modest and the post-test scores have remained low.
For example, in 1987-88 the average post-test score
for Chapter 1 fourth graders was the 27th percentile
in reading and the 33rd percentile in mathematics. In
analyzing these data it is important to understand
that Chapter 1 children, by definition, are the lowest
achieving students in their schools, and that once a
child’s test scores exceed the cutoff score for the
district that child is no longer eligible for Chapter 1
services. There has been some upward trend, more
pronounced in mathematics than in reading, but
overall closing of the gap has been slow. In addition,
because there is no control group for Chapter 1
evaluation, it is difficult to assess what these
post-test scores really mean, i.e., how well Chapter

 of ~~ refen~ to in his diseussioq see us. Dep~ent  of ~ucatio~  A SUnWUIry  o~~rate  chapter  ~

(Washington DC: 1990).
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Table 3-l—Achievement Percentiles for Chapter 1 Students Tested on an
Annual Cycle, 1979-80 to 1987-88

Changes in percentile ranks for reading
Grade 1979-80 1980-81 1981-82 1982-83 1983-84 1984-85 1985-86 1986-87 1987-88

2 . . . . . . . 2
3 . . . . . . . 4
4 . . . . . . . 3
5 . . . . . . . 3
6 . . . . . . . 4
7 . . . . . . . 2
8 . . . . . . . 3
9 2

10 ::::::: -1
11 . . . . . . . -3
12 . . . . . . . 2

2
5
4
5
6
3
4
4
2
3
0

Grade 1979-80 1980-81

2
3
4
5
5
4
5
4
1
1
2

2
4
4
5
6
3
4
4
2

-1
0

2
4
4
5
5
4
4
3
1
0
1

3
4
5
6
5
6
4
2
2
2
0

2
4
5
5
5
4
4
3
2
3
0

4
5
6
4
5
3
3
2
2
3
2

4
5
5
4
5
4
4
3
2
2
0

Changes in percentile ranks for mathematics
1981-82 1982-83 1983-84 1984-85 1985-86 1986-87 1987-88

2 . . . . . . . 2
3 . . . . . . . 1
4 . . . . . . . 3
5 . . . . . . . 4
6 . . . . . . . 6
7 . . . . . . . 4
8 . . . . . . . 4
9 1

10 : : : : : : : -2
11 . . . . . . . 1
12 . . . . . . . 2

5
3
6
4
8
3
5
1
1
2
0

5
5
5
6
6
5
5
2
0
1
1

3
5
4
8
8
7
6
3
2
1
0

6
6
5
7
7
5
5
1
1
2
3

6
4
6
7
6
6
5
2
2
3
2

9
6
6
9
7
6
4
2
4
4
2

10
7
8
7
7
5
4
5
3
3
4

11
7
8
7
7
4
5
4
4
3

-1

SOURCE: Beth Sinclair and Babette  Gutmann, A Summary of sate Chapter  1 Participation and AMievement
Inforn?ation for 1987-88 (Washington, DC: U.S. Department of Education, 1990), pp. 49-50.

1 children would achieve in the absence of any
intervention. l1

For purposes of this analysis, the real question is
whether the information from these test scores is
necessary or sufficient to answer the accountability
questions of interest to Congress. For the disadvan-
taged population targeted by the program, the
achievement score gains are evidence of improve-
ment. Thus, when taken together with other evalua-
tive evidence about the program’s impact, the test
scores support continued funding. But whether the
test scores reveal anything significant about what
and how Chapter 1 children are learning remains
ambiguous. And in the light of unanticipated effects
of the extensive testing, it is not clear that the
information gleaned from the tests warrants the
continuation of an enormous and quite costly
evaluation system in its present form.

Ripple Effects of Chapter 1 Requirements

Title I/Chapter 1 established a precedent for achieve-
ment-based accountability requirements adopted in
many subsequent Federal education programs. In the
migrant education program added in 1966, the
bilingual education program added in 1967, the
Head Start program enacted in the Economic Oppor-
tunity Amendments of 1967, and programs that
followed, Congress required recipients of Federal
funds to evaluate the effectiveness of the programs
funded. 12 As a result of Federal requirements, State
and local agencies administer a  whole range of
tests—to place students, assess the level of partici-
pants’ needs, and determine progress. Even when
NRTs are not explicitly required, they are often the
preferred mode of measurement for Federal account-
ability because they can be applied consistently, are
relatively inexpensive, and leave a clearly under-

11One  of tie more  “efig  ~v~wtion  probl~s ~ &n @ infer ‘ ‘~~~ent effec~’ horn Smdies with  no control group. For discussion and analysis
of methods designed to correct for ‘regression to the mean’ and other statistical constraints, see Anand Desai, ‘lkcbnicd  Issues in Measuring Scholastic
Improvement Due to Compensatory Education Programs,’ vol. pp. 143-153.

lzFor discussion of outcome-based p~ormance  measures in vocational education and job training programs see, e.g., U.S. Congress, Office of
‘lkchnology Assessmen4 “Performance Standards for Secondary School Vocational Educatio~” background paper of the Science, Education and
Transportation Program, April 1989.
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stood and justifiable trail for Federal monitors and
auditors.

The 1965 ESEA had another, less widely recog-
nized impact on State testing practices. Title V of the
original legislation provided Federal money to
strengthen State departments of education, so that
they could assume all the administrative functions
bestowed on them by the new Federal education
programs. This program helped usher in an era of
increased State involvement in education and would
have a significant impact down the road as States
assumed functions and responsibilities far beyond
those required by Federal programs or envisioned by
Congress in 1965.

Chapter 1 Testing in Transition

OTA finds that because of its size, breadth, and
influence on State and local testing practices,
Chapter 1 of ESEA provides a powerful lever by
which the Federal Government can affect testing
policies, innovative test development, and test use
throughout the Nation.

OTA’s analysis brings to light several reasons
why Congress ought to reexamine and consider
significant changes to the Federal requirements for
Chapter 1 evaluation and assessment.

●

●

●

National policymakers and State and local
program administrators have different data
needs, not all of which are well served by
NRTs.
The implementation of the 1988 program
improvement and schoolwide project require-
ments has underscored some of the inadequa-
cies and limitations of using NRTs for local
program decisions, while simultaneously in-
creasing the consequences attached to these
tests.
While the uses and importance of evaluation
data have changed substantially as a result of
the 1988 amendments, the methods and instru-
ments for collecting this data have remained
essentially the same since the late 1970s. A
better match is needed between the new goals
of the law, particularly the goal to improve the
quality of local projects, and the tools used to
measure progress toward those goals.

As Congress approaches Chapter 1 reauthori-
zation, it should examine how all the pieces that
affect testing under the umbrella of Chapter 1 fit

Photo uedit:  The Jenks  Stvdio  of Photography

Research has shown that early intervention is important,
and many schools like this one in Danville, Vermont,
use Chapter 1 funds for preschool and kindergarten

programs.

together. Many pieces are interrelated, but they do
not always work harmoniously. For example, the
timing and evaluation cycles for Federal, State, and
local testing in existing law are not well coordinated.
As part of this review, Congress should pay particu-
lar attention to the need to revise language that
inadvertently endorses norm-referenced testing in
situations where that type of testing may be inappro-
priate. Options such as data sampling may meet
congressional needs. Clearer legislative language
could help maintain and improve accountability,
because States and local districts would know better
what was expected.

The following questions can guide congressional
deliberations regarding changes in Chapter 1:

●

●

●

●

●

●

What information does Congress need to make
policy and funding decisions about Chapter 1?
Is Congress getting that information, and is it
timely and useful?
What information does the Department of
Education need to administer the program?
How do the data needs of State and local
agencies differ from those of the Federal
Government and each other?
Is it realistic to serve national, State, and local
needs with the same information system based
on the same measurement tool?
How well do NRTs measure what Chapter 1
children know and can do?
Is the nationally aggregated evaluation data that
is currently generated accomplishing what
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●

●

Congress intended? Specifically, do aggregates
of aggregates of averages of NCE gains and
negative gains present a meaningful and valid
national picture of how well Chapter 1 children
are achieving?
To what extent is the value of cumulative data
symbolic rather than substantive? For example,

is being able to point to a rising line on a chart
as important as having accurate, meaningful
data about what Chapter 1 children know and
can do? Can symbolic or oversight needs be
fulfilled with less burdensome types of testing?
What other types of data, beyond test scores,
might meet Federal policy makers’ criteria for
objectivity?

I n summary, OTA finds that Congress should
revisit the Chapter 1 assessment and evaluation
requirements in the attempt to lessen reliance on
NRTs, reduce the testing burden, and stimulate the
development of new methods of assessment more
suited to the students and the program goals of
Chapter 1. A careful reworking of the requirements
could have widespread salutary effects on the use of
educational tests nationwide. Congressional options
for achieving these ends are identified in chapter
of this report.

National Assessment of Educational
Progress

1

By the late 1960s, Title I/chapter 1 and other
Federal programs had produced a substantial amount
of data concerning the achievement of disadvan-
taged children and other special groups of students.
State and local testing told SEAS and LEAs how
their students stacked up against national norms on
specific test instruments. What was missing, how-
ever, was a context—a nationally representative
database about the educational achievement of
elementary and secondary school children as a
group, against which to confirm or challenge infer-
ences drawn from State, local, or other nationwide
testing programs.

Although policymakers and the public could draw
from a wide variety of statistics to make informed
decisions on such issues as health and labor, they
were operating in a vacuum when it came to
education. The Department of Education produced a
range of quantitative statistics on school facilities,
teachers, students, and resources, but had never
collected sound and adequate data on what Ameri-
can students knew and could do in key subject areas.

Francis Keppel, U.S. Commissioner of Education
from 1962 to 1965, became troubled by this dearth
of information and initiated a series of conferences
to explore the issue.13 In 1964, as a result of these
discussions, the Carnegie Corp. of New York, a
private foundation, appointed an exploratory com-
mittee and charged it with examining the feasibility
of conducting a national assessment of educational
attainments. By 1966, the committee had concluded
that a new battery of tests-carefully constructed
according to the highest psychometric standards and
with the consensus of those who would use it—
would have to be developed.14

The vision became a reality in 1969, when the
U.S. Office of Education began to conduct periodic
national surveys of the educational attainments of
young Americans. The resulting effort, NAEP,
sometimes called ‘‘the Nation’s report card,” has
the primary goal of obtaining reliable data on the
status of student achievement and on changes in
achievement in order to help educators, legislators,
and others improve education in the United States.

Purpose

Today, NAEP remains the only regularly con-
ducted national survey of educational achievement
at the elementary, middle, and high school levels.15

To date it has assessed the achievement of some 1.7
million young Americans. Although not every
subject is tested during every administration of the
program, the core subjects of reading, writing,
mathematics, science, civics, geography, and U.S.

lq~ 1%3, Kep@  is reported to have lamented the fact that: ‘‘Congress is continually asking me about how bad or how good the schools are and we
have no dependable information. They give different tests at schools for different purposes, but we have no idea generally about the subjects that educatom
value. . . .’ OTA interview with Ralph W. ‘&ler,  Apr. 5, 1991.

14~s  ~ly histow of the  Natio~  Assessment of ~ucatio~  pro~ss (NAEp) is ~en  from tie  National Assessment Of ~UCatiOIld  fiOgrCSS,

(Washingto%  DC: National Center for Education Statistics, 1974); and George Madaus and Dan Stufflebeam (eds.),
 (Boston, MA: Kluwer Academic Publishers, 1989). Conversations with Frank Womer, Edward

Roeber, and Ralph ‘Ijder,  all involved in different capacities in the original design and implementation of NAEP, enriched the material found in published
sources.

15Natio~ Ass~sment of ~ucationa.1 FYogress, (Princeton, NJ: Educational ‘Iksting Service, 1986).
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Known as the Nation’s Report Card, the National Assessment of Educational Progress issues summary reports for
assessments conducted in” a number of academic subject areas. These reports also analyze trends in achievement

levels over the past 20 years.

have been assessed more than once to or a vehicle for student selection or funds allocationhistory

determine trends over time. Occasional assessments
have also examined student achievement in citizen-
ship, literature, art, music, computer competence,
and career development.

Safeguards and Strengths

The designers of the NAEP project took extreme
care and built in many safeguards to ensure that a
national assessment would not, in the worst fears of
its critics, become any of the following: a stepping
stone to a national individual testing program, a tool
for Federal control of curriculum, a weapon to
‘‘blast’ the schools, a deterrent to curricular change,

decisions. 16 An understanding of NAEP's design
safeguards is crucial in order to comprehend what
NAEP was and was not intended to do and why it is
unique in the American ecology of student assess-
ment. NAEP has seven distinguishing characteris-
tics.

NAEP reports group data only, not individual
scores. NAEP results cannot be used to infer how
particular students, teachers, schools, or districts are
achieving or to diagnose individual strengths and
weaknesses. Prevention of these levels of score
reporting was a prerequisite to gaining approval for

lc~ler,  op. cit., footnote 13.
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the original development and implementation of
NAEP.17

NAEP is essentially a battery of criterion-
referenced tests in various subject areas (although its
developers prefer the term “objective-referenced,”
since NAEP tests are not tied to any specific
curriculum but measure the educational attainment
of young Americans relative to broadly defined
bodies of knowledge). Unlike many commercially
published NRTs, NAEP scores cannot be used to
rank an individual’s performance relative to other
students. This emphasis on criterion-referenced
testing represents an important shift toward outlin-
ing how children are doing on broad educational
goals rather than how they are doing relative to other
students. NAEP is the only test to provide this kind
of information on a national scale.

NAEP has pioneered a survey methodology
known as “matrix sampling.” This approach grew
out of item-response theory, and has been hailed as
an important contribution to the philosophy and
practice of student testing.18 Under this method, a
sample of students across the country is tested, rather
than testing all students (which would be considered
a‘ ‘census’ design). Furthermore, the students in the
matrix sample do not take a “whole’ test, or even
the same subject area tests, nor are they all given the
same test items. Rather, each student takes a l-hour
test that includes a mix of easy, medium, and
difficult questions. Thus, NAEP uses a method of
sampling, not only of the students, but also of the
content that appears on the test. Any student taking
a NAEP test only takes one-seventh of the test in a
l-hour testing session. Because of matrix sampling,
a much wider range of content and goals can be
covered by the test than most other tests can allow.
This broad coverage of content is the essential
foundation of a nationally relevant test, as well as a
test that is relatively well protected against the
negative side effects that can occur with teaching to
a narrow test. It is probable that these important
strengths of NAEP, which make it a robust and
nationally credible test, would be difficult to incor-

porate into a test designed to be administered to
individuals (unless it were a prohibitively long test).
In addition, because no individual students can be
assigned scores, the matrix sampling approach
imposes an important technological barrier against
the use of NAEP results for making student, school,
district, or State comparisons, or for sorting or
selecting students.

NAEP provides comparisons over time, by
testing nationally representative samples of 4th, 8th,
and 12th graders on a biennial cycle. (Prior to 1980,
NAEP tested on an annual cycle.) This form of
sampling deters the kinds of interpretation problems
that can arise when different populations of test
takers are compared.19 Due to cost constraints, the
out-of-school population of students that had been
sampled in early NAEP administrations was elimi-
nated.

NAEP strives for consensus about educational
goals. NAEP’s governing board employs a consensus-
building process for establishing content frame-
works and educational objectives that are broadly
accepted, relevant, and forward looking. Panels of
teachers, professors, parents, community leaders,
and experts in the various disciplines meet in
different locales and work toward agreement on a
common set of objectives for each subject area.
These objectives are then given to item writers, who
come up with the test questions. Before the items are
administered to students, they undergo careful
scrutiny by specialists in measurement and the
subject matter being tested and are closely reviewed
in the effort to eliminate racial, ethnic, gender, and
other biases or insensitivities.20

Recognizing that changing educational objectives
over time can complicate its mandate to plot trends
in achievement, NAEP has developed a valuable
process for updating test instruments. Using this
process, NAEP revises test instruments to reflect
new developments in curricular objectives, at the
same time maintaining links between current and
past levels of achievement of certain freed objec-

IYSCC, e.g., James Hazlet~ University of ~w, ‘‘A History of the National Assessment of Educational Progress, 1%3-1973,” unpublished doctoral
dissertatio~  December 1973.

18~e  p~clplti of ~~ ~Wpl~g  ~ now us~ ~ mmy State ~sessm~t  pmgrws,  M well  as in other countries.  See ChS. 6 ad 7 for additional
discussion.

l~or ~xmple,  ~s Wm a ~jor problem in using tie d~~c in schol~tic  Apti~de  Test scores as a basis for the inference bit Overti  aCh.&CInenI

had fallen. See Robert Linn and Stephen Dunbar, “The Nation’s Report Card Goes Home: Good News and Bad About Trends in Achievement” 
October 1990, pp. 127-133.

~ational  Assessment of Educational Progress, op. cit., footnote 15.
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In addition to information about the Nation as a whole, the
National Assessment of Educational Progress (NAEP)

reports for four regions of the country as well as by sex,
race/ethnicity, and size and type of community. NAEP does

not report results for individual students, but generates
information by sampling techniques.

tives. In mathematics and reading, for example,
representative samples of students are assessed
using methods that have remained stable over the
past 20 years, while additional samples of students
are tested using instruments that reflect newer
methods or changed definitions of learning objec-
tives. Thus, the 1990 mathematics assessment al-
lowed some students to use calculators, a decision
generally praised by the mathematics teaching
community. The NAEP authors took care to note,
however, that the results of these samples were not
commensurate with the mathematics achievement
results from prior years.

Although NAEP is predominantly a paper-and-
pencil test relying heavily on multiple-choice items,
certain assessments include open-ended questions
or nontraditional formats. For example: the writ-
ing assessment requires students to produce writing
samples of many different kinds, such as a persua-
sive piece or an imaginative piece; the 1990
assessment also included a national ‘writing portfo-
lio’ of works produced in classrooms; the science
assessment combines multiple-choice questions with
essays and graphs on which students fill in a
response; and the 1990 mathematics assessment
included several questions assessing complex problem-

solving and estimation skills, as recommended by
the mathematics teaching profession.

During its early years, NAEP experimented with
even more varied test formats and technologies,
conducting performance assessments in music and
art that were administered by trained school person-
nel and scored by trained teachers and graduate
students. Although many of its more innovative
approaches were suspended due to Federal funding
constraints, 21 many State testing programs continue
to use the performance assessment technologies
pioneered by NAEP. Moreover, NAEP continues to
be a pioneer in developing open-ended test items
that can be used for large scale testing; this is
possible largely due to matrix sampling.

Accomplishments

All of these strengths have lent NAEP a degree of
respect that is exceptional among federally spon-
sored evaluation and data collection efforts. NAEP
has produced 20 years of unparalleled data and is
considered an exemplar of careful and innovative
test design. NAEP reports are eagerly awaited before
publication and widely quoted afterward. In addi-
tion, NAEP collects background data about stu-
dents’ family attributes, school characteristics, and
student attitudes and preferences that can be ana-
lyzed to help understand achievement trends, such as
the relationship between television and reading
achievement.

Because of NAEP, the Nation now knows, among
other trends, that Black students have been narrow-
ing the achievement gap during the past decade,
9-year-olds in general read better now than they did
10 years ago, able 13-year-olds do less well on
higher order mathematics skills than they did 5 years
ago, and children who do homework read better than
those who do not.

Caveats

A relatively recent issue has emerged with poten-
tial consequences for NAEP administration and for
interpretation of NAEP results. Researchers have
begun to question whether NAEP scores tend to
underestimate knowledge and skills of American
students, precisely because NAEP is perceived as a
low-stakes test. The question is whether students
perform at less than their full ability in the absence

ZIF~r dis~ssion  of tie 1974 fi&ng crisis, see Ha.zlett,  op. cit., footnote 17, pp. 297-299.
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of extrinsic motivation to do well. It is not purely an
academic question: much of today’s debate over the
future of American education and educational test-
ing turns on public perceptions of the state of
American schooling, perceptions based at least in
part on NAEP.

Some empirical research on the general question
of motivation and test performance has already
demonstrated that the issue may be more important
than originally believed. For example, one study
found that students who received “. . . special in-
structions to do as well as possible for the sake of
themselves, their parents, and their teachers. . .“ did
significantly better on the Iowa Tests of Basic Skills
than students in the control group who received
ordinary instructions.

22 This result supports the
general findings in research discussed in the preced-
ing chapter;23 and another analyst’s observation that
" . . . when a serious incentive is present (high school
graduation), scores are usually higher.’ ’24

Prompted by these and other findings, several
researchers are conducting empirical studies to
determine the specific motivational explanations of
performance-on NAEP. One study involves experi-
mental manipulation of instructions to NAEP test
takers; the other involves embedding NAEP items in
an otherwise high-stakes State accountability test.25

Data are to be collected in spring 1992. The results
of these studies will shed light on an important
aspect of how NAEP scores should be interpreted.26

The 1988 Amendments

The original vision of NAEP has been diminished
by years of budget cuts and financial constraints.
Some of what NAEP once had to offer the Nation has
been lost as a result. Concomitantly, over the past
few years, new pressures have arisen in the attempt
to adapt NAEP to serve purposes for which it was
never intended. Some of this pressure has come from
policymakers illustrated with the lack of effect of

NAEP results in shaping educational policy and the
relatively “low profile” of the test and the results.
Responding in part to this pressure, Congress took
some cautious steps in 1988 to amend NAEP to
provide new types of information.

One dilemma that surfaced during NAEP’s first
two decades was that its results did not appear to
have much impact on education policy decisions,
especially at the State and local levels. While
theoretically NAEP could provide benchmarks against
which State and local education authorities could
measure their own progress, many educators argued
that the information was too general to be of much
help when they made decisions about resource
allocations. Others observed that since NAEP car-
ried no explicit or implicit system for rewards or
sanctions, there was simply no incentive for States
and localities to pay much attention to its results.

Had NAEP not been so highly respected, criti-
cisms about its negligible influence on policy might
have been considered minor, but given NAEP’s
reputation, its lack of clout was viewed as a major
lost opportunity. Pressure mounted to change NAEP
to make State and local education authorities take
greater heed of its message. These voices for change
were quickly met by experts who reissued warnings
from the past: that any attempts to use NAEP for
purposes other than analyzing aggregate national
trends would compromise the value of its informa-
tion and ultimately the integrity of the entire NAEP
program.

27 The principal concerns were:

1. that turning NAEP into a high-stakes test
would lead to the kinds of score ‘inflation’ or
‘‘pollution’ that have undermined the credi-
bility of other standardized tests as indicators
of achievement (see ch. 2); and

2. that using NAEP to compare student attain-
ment across States would induce States to
change their curricula or instruction for the
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sake of showing up better on the next test,
rather than as a result of careful deliberations
over what should be taught to which students
and under what teaching methods.

When NAEP came up for congressional reauthoriza-
tion in 1988, it was amid a climate of growing public
demands for accountability at all levels of education
(fueled in part, ironically, by NAEP’s own reports of
mediocre student achievement in critical subjects).
Almost a decade of serious education reform efforts
had made little visible impact on American students’
test scores, especially relative to those of interna-
tional competitors.

Trial State Assessment

Congress responded by authorizing, for the first
time, State-level assessments, to be conducted on a
voluntary, trial basis. Beginning with the 1990
eighth grade mathematics assessment and the 1992
fourth grade mathematics and reading assessments,
NAEP results were to be published on a State-by-
State basis for those States that chose to participate.
Congress considered this amendment a trial, to be
followed up with careful evaluation, before the
establishment of a full-scale, State-level NAEP
program could be considered.

While proponents believed that the experiment
would yield useful information for SEAS, critics
worried that a State-by-State assessment would
invite fruitless comparisons among States that did
not take into account other factors influencing
achievement; would put pressure on States to teach
to the test or find other ways to artificially inflate
scores; or would lead to general ‘‘education bash-
ing.” Most importantly, critics cautioned that with
the State assessment Congress would eventually
succumb to pressure to allow assessments and
comparative reporting by district, by school, or even
by student-a travesty of NAEP’s original purpose
and design.

Thirty-seven States, the District of Columbia,
Guam, and the Virgin Islands participated in the first
trial State assessment of mathematics, conducted in
1990. Results were released in June 1991.28 As
expected, some media reports focused on the inevi-
table question of: ‘‘Where does your State rank?’ In

general, however, the consequences of the trial will
not be apparent for some time. In addition to
analyzing the effects of the trial on the quality and
validity of NAEP data and on State and local policy
decisions, observers are likely to focus on whether
the information will be worth the high cost of
administering the State assessments, and whether
the cost of the State programs will crowd out other
necessary expenditures or improvements in the basic
NAEP program.

Standard Setting

The 1988 reauthorization made another funda-
mental revision in the original concept of NAEP.
From its inception, NAEP had reported results in
terms of proficiency scales, pegged to everyday
descriptions of what children at that performance
level could do. For example, a 200 score in reading
meant that students . . have learned basic compre-
hension skills and strategies and can locate and
identify facts from simple informational paragraphs,
stories, and news articles.”29 NAEP has been
commended for its accuracy in describing how
things are. In the late 1980s, however, it came under
criticism because it was silent on how things ought “
to be. Those who saw NAEP as a potential tool for
reforming schools or measuring progress toward the
President’s and the Governors’ National Goals for
the year 2000 thought that NAEP should set
proficiency standards-benchmarks of what stu-
dents should be able to do. As with the statewide
assessment proposal, the recommendation for profi-
ciency standards raised the hackles of many educa-
tors, researchers, and policy makers. Opponents of
the proposal said it would undermine local control of
education; increase student labeling, tracking, and
sorting; and compromise NAEP’s original purpose
and validity.

The 1988 amendments created a new governing
body, the National Assessment Governing Board
(NAGB), and charged it with identifying “. . . ap-
propriate achievement goals for each age and grade
in each subject area." NAGB has completed the
standard-setting process for mathematics in 4th, 8th,
and 12th grades, and in doing so, generated consider-
able controversy. Many observers felt that the
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mathematics standards were hammered out too
quickly, before true consensus was achieved.

Adding the trial State assessment and standard-
setting activity increased NAEP funding from about
$9.3 million in fiscal year 1989 to over $17 million
in fiscal year 1990 (nominal dollars).

NAEP in Transition

When authorization for the trial State assessments
and standard-setting processes expires, Congress
will face the issue of whether to continue and expand
these efforts. As of now, Congress has authorized
planning  for the 1994 trial, but has not appropriated
funds for the implementation of the trial itself. The
Administration’s “America 2000 Excellence in
Education Act’ recommends authorization of State-
by-State comparisons in five core subject areas
(mathematics, science, English, history, and geogra-
phy) beginning in 1994 as a means of monitoring
(and stimulating) progress toward the National
Goals. The Administration’s bill also suggests that
tests used in NAEP be made available to States that
wish to use them for testing at school or district
levels at their own expense.

In conclusion, the basic question facing Congress
is whether to make NAEP even more effective at
what it was originally intended to do, or to explore
ways that NAEP could serve new purposes. OTA
finds that any major changes in NAEP should be
carefully evaluated with respect to potential effects
on NAEP’s capacity to serve its original purpose.

National Testing

Overview

Perhaps the proposals with the most far-reaching
implications for the Federal role in testing are those
calling for the creation and implementation of a
national testing program. Although the objectives of
the various national testing proposals are somewhat
unclear, they appear to rest on two basic assump-
tions: first, that the skills and knowledge of most
American schoolchildren do not meet the needs of a
changing global economy; and second, that new
tests can create incentives for the teaching and
learning of the appropriate knowledge and skills.
Momentum for these efforts has built rapidly, fueled
by numerous governmental and commission reports
on the state of the economy and of the educational
system; by the National Goals initiative of the

Photo credit: National Assessment of Etitional  Progress

The National Assessment of Educational Progress has
developed and pilot tested a variety of hands-on science
and mathematics tasks. In this example, students watch

an administrator’s demonstration of centrifugal force
and then respond to written questions about what

occurred in the demonstration.

President and Governors; by casual references to the
superiority of examination systems in other coun-
tries; and most recently by the President’s ‘America
2000” plan.

Taken together, the questions of purpose and
balance between local control and national interest
frame the debate regarding the desirability of
national testing. This debate must reflect both the
needs of the Nation and the well being of individual
students.

Congress provides the best forum for review of
this question. Commitment to such a test represents
a major change in education policy and should not
be undertaken lightly. A number of issues must be
considered in weighing the concept.

Will testing create incentives that motivate
students to work harder? What are the effects of
tests on the motivation of students? Tests should
reward classroom effort, rather than undermine it.
Tests built on comparing students to one another, for
example, may reinforce the notion that effort does
not matter, since the bell curve design of norm
referencing always places some students at the top,
some at the bottom, and most in the middle.
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Furthermore, if the test is of no consequence to the
students, they may not be motivated to try hard or to
study to prepare for it. The motivation of those who
do poorly on tests must be carefully considered.
Those students who repeatedly experience failure on
tests (starting in the earliest years of schooling),
without any assistance or guidance to help them
master test content, are unlikely to be motivated by
a high-stakes test. Positive motivational effects are
likely only if students perceive they have a good
chance of achieving the rewards attached to strong
test performance.

How broad will the content and skills covered
be? Can just one test be offered to all students at a
particular grade level, or will there need to be a range
of tests at various levels and disciplines? This affects
the testing burden on any one student and the range
of levels at which testing can be focused. In some
European countries, for example, students take
subject-specific examinations at a choice of levels.
Some examinations take many hours or are adminis-
tered over several days, with combinations of testing
items and formats that call on a range of performance
by the student.

Would the test be voluntary or mandatory?
Voluntary tests sound appealing. However, if a test
becomes very widely used or needed for access to
important resources, it will no longer be truly
voluntary. Choosing not to take a test may not be a
neutral option; negative consequences may result for
those who choose not to be tested. This is especially
true if a test is used for selection or credentialing;
without a test result in hand, what chance does the
student have? Furthermore, voluntary tests do not
provide an accurate picture if the goal is school
accountability. If only those students, schools,
districts, or States that feel they can do well on a test
participate in it, the results give an inaccurate picture
of achievement. The claim that an important test can
be voluntary should be taken with a grain of salt.

What happens to those who fail? Are there
resources provided to help them? If consequences
for failure are high and a student has no recourse
once  the  examination has been taken, the wisest
choice for a student who is having difficulty in
school is to skip the examination altogether. The
negative effects of examinations  on students who do
not do well have been a matter of serious concern in
many European countries. Some countries have
been dismayed to find that some students leave

school before required high-stakes examinations are
offered, rather than face the indignity and stigma that
accompanies failure. This has also occurred with
high school graduation examinations in some parts
of this country. Rather than punishing those who do
not succeed at standards that seem unattainable, tests
can be designed to make standards more explicit and
the path to their acquisition more clear. However, if
it is certain that low scores do not mean failure but
that additional or refocused resources will be pro-
vided to the student, testing can have positive
outcomes.

Who will design the tests and set performance
standards? In the decentralized U.S. educational
system, national testing proposals raise questions of
State and local responsibility for determining what
is taught and how it is taught. Can any test content
be valid for the entire Nation? Who shall be charged
with determiningg test content? It is important to
recall that achievement tests by definition must
assess material taught in the classroom. As the
content of a test edges away from the specifics of
what is delivered in classrooms, based on State-
defined curricular goals, and searches instead for
common elements, it can become either a test of
“basic skills” or of more general skills and under-
standings. In the latter case, however, the test risks
becoming more a measure of aptitude than one of
achievement. (See also, ch. 6, box 6-A.) Similarly,
setting performance standards on a national basis
assumes the feasibility of consensus not only on
what is taught and measured, but also on what
constitutes acceptable performance, and on proce-
dures to distinguish among levels of performance.

Will the content and grading standards be
visible or invisible? Will the examinations be
secret or disclosed? Experience from the classroom
and other countries suggests that students are more
motivated and will learn better when they under-
stand what is expected of them and when they know
what competent performance looks like. It is impor-
tant to note that in Europe the impact of examina-
tions on teaching and learning—what is taught and
learned and how it is taught and learned-is
mediated through the availability of past examina-
tion papers. The tradition in this country is just the
opposite. Most high-stakes examinations are kept
secret, in part because of high development costs.
For a national examination to have salutary effects
on learning, the additional costs of item disclosure
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should be weighed against the larger impact of the
examination on teaching and learning.

Would the examination be administered at a
single setting or several times, perhaps when
students feel ready? This question affects students’
control over the opportunity to study and prepare for
a n  examination. If students can schedule a test when
they feel they have mastered the material, they are
more likely to be motivated by a realistic expectation
of success. Conversely, accountability examinations
are more likely to require single-sitting administra-
tion if they measure achievement within a common
timeframe.

Do students have a chance to retake an exami-
nation to do better? Allowing retakes suggests a
mastery model in which effort is rewarded and
students can try again if they do not master the
material the frost time. It reinforces the idea that
students can learn what they need to know.

Would the tests be administered to samples of
students or individuals? If a test is intended to
increase student motivation, then it will have to be
an individual test. However, tests administered to
individuals need safeguards to meet high technical
standards if they will affect the future opportunities
of individuals.

At what age are students to be tested? American
elementary schoolchildren are tested far more often
than their European counterparts, especially with
standardized examinations. Much of the rationale
for this testing is related to the selection of children
for Chapter 1 services and for identification of
progress within those programs. This testing has had
a spill-over effect greatly influencing overall ele-
mentary school testing practice. However, the use of
multiple-choice, standardized norm-referenced test-
ing of elementary school children in general, and
young (prior to grade three) children in particular, is
under attack by those who see the negative conse-
quences of early labeling. Thus, the suggestion of a
new national examination a t  t h i s  a g e  s t a n d s  i n
contrast with efforts in many States to reduce early
childhood standardized testing and to use instead
teacher assessments, checklists, portfolios, and other
forms of performance-based assessments.

What legal challenges might be raised? Legal
challenges based on fairness have become a part of
the American landscape. Public policy in this
country is based on assurances of equal protection

under the law; furthermore, cultural and racial
diversity make equity issues far more significant in
this country than in most others. Tests must meet
these challenges by careful design that assures that
the administration and scoring procedures are fair,
the content measures what all participants have been
taught, and the scores are used for the purposes
understood and agreed to by the participants.

What test formats will be used? Tests send
important signals to students about the kinds of
skills and knowledge they need to learn. Tests that
rely on a single format, such as multiple choice, are
likely to send a limited message about necessary
skills. As noted earlier, the United States and Japan
are the only countries to rely almost exclusively on
multiple-choice paper-and-pencil examinations f o r
testing. Current proposals for national tests range
from the use of multiple-choice norm-referenced
standardized tests to the use of “state-of-the-art”
assessment practices. Test format and procedures for
scoring go hand in hand. Because performance
assessments generally involve scoring by teachers or
other experts, they are more expensive than machine-
scorable tests. A diversity of formats in tasks and
items may be the best means of balancing tradeoffs
between the kinds of skills and understandings that
any one test can measure and the costs of testing.

Conclusions

The answers to these questions will shed light on
the larger questions of whether or not national
testing is desirable. Goals must be clearly set to
determine the kind of tests, content, costs, and
potential linkages to curriculum. For example, if
Congress sets as its goal increasing student effort for
higher achievement by testing in specific subjects,
one would expect mandatory tests, administered to
all individuals, with the content made explicit
through a common syllabus covering a broad scope
of material, with past test items made public so
students can study and practice for them. If other
countries are to be a guide, this kind of examination
is not used for testing children under the age of 16 or
even 18. Some States are already using tests of this
sort (e.g., New York Regents, California Golden
State Examinations) for students as high school-
leaving examinations. Congress should consider
how the participation of these States would be
affected, or how these tests could serve as models for
use, or be calibrated to match some national
standard.
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Furthermore, if the goal is to encourage perform-
ance that includes direct measures of complex tasks,
then written essays, portfolios of work over time, or
oral presentations may be called for. These tests
would be considerably more costly to develop,
administer, and score than machine-scored norm-
referenced examinations. Tests of this type are not as
carefully researched and may be challenged if used
prematurely for high-stakes outcomes like selection
or certification.

At present, there is controversy over the use of
many test results. The development and use of tests
is complicated, both in terms of science and politics.
If a test is placed into service at the national level
before these important questions are answered,

OTA finds that the test could easily become a
barrier to many of the educational reforms that
have been set into motion and become the next
object of concern and frustration within the
American educational system.

Congress should consider the questions of test
desirability and use first, and then consider policy
directions that emerge from these conclusions. This
deliberation cannot be separated from a comprehen-
sive look at the other issues discussed in this section,
specifically, the role of NAEP in the national testing
mosaic, the ways testing is used for Chapter 1
purposes, and how students’ interests are to be
protected. The policy implications of these choices
are considered collectively in chapter 1.
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CHAPTER 4

Lessons From the Past: A History of
Educational Testing in the United States

Highlights
Since their earliest administration in the mid-19th century, standardized tests have been used to assess
student learning, hold schools accountable for results, and allocate educational opportunities to
students.
Throughout the history of educational testing, advances in test design and innovations in scanning and
scoring technologies helped make group-administered testing of masses of students more efficient and
reliable.
High-stakes testing is not a new phenomenon. From the outset, standardized tests were used as an
instrument of school reform and as a prod for student learning.
Formal written testing began to replace oral examinations at about the same time that American schools
changed their mission from servicing the elites to educating the masses. Since then tests have remained
a symbol of the American commitment to mass education, both for their perceived objectivity and for
their undeniable efficiency.
Although standardized tests were seen by some as instruments of fairness and scientific rigor applied
to education, they were soon put to uses that exceeded the technical limits of their design. A review
of the history of achievement testing reveals that the rationales for standardized tests and the
controversies surrounding test use are as old as testing itself.

The burgeoning use of tests during the past two 1.
decades—to measure student progress, hold stu-
dents and their schools accountable, and more
generally solidify various efforts to improve school-
ing-has signified to some observers a “. . . pro-
found change in the nature and use of testing. . . "l

But the use of tests for the dual purposes of
measuring and influencing student achievement is
not a historical anomaly. The three principal ration-
ales for student testing--classroom feedback; sys-
tem monitoring; and selection, placement, and 2.
certification-have their roots in practices that
began in the United States more than 150 years ago.
And many of the points that frame the testing debate
today, such as the potential for test misuse, echo
arguments that have been sounded since the begin-
ning of standardized student testing.

This chapter surveys the evolution of student
testing in American schools, and develops four
themes:

Tests in the United States have always been
used to ascertain the effects of schooling on
children, as well as to manage school systems
and influence curriculum and pedagogy. Tests
designed and administered from beyond class-
rooms have always been more useful to
administrators, legislators, and other school
authorities than to classroom teachers or stu-
dents, and have often been most eagerly
applied by those seeking school reform.

The historical use of standardized tests in the
United States reflects two fundamentally Amer-
ican beliefs about the organization and alloca-
tion of educational opportunities: fairness and
efficiency. The fairness principle involves, for
example, assurances to parents that their chil-
dren are offered opportunities similar to those
given children in other schools or neighbor-
hoods. Efficiency refers to the orderly provi-
sion of educational services to all children.
These have been the foundation blocks for the

IGmrge  quoted in Edward B. Fiske, “America’s ‘lkst Mania,” The New York Apr. 10, 1988, section 12, p. 18. See ch. 3 of this report
for a detailed account of the rise of testing in the 1970s and 1980s.

297-933 0 - 92 - 8 QL 3
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3.

4,

American system of mass public schooling;
testing has been a key ingredient of the mortar.

Increased testing has engendered tension and
controversy over its effects. These tensions
reflect the centrality of schooling in American
life, and competing visions of the purposes and
methods of education within American plural-
ism. Demand for tests stems in large part from
demand for fair treatment of all students; the
use of tests, however, especially for sorting
and credentialing of young persons, has al-
ways raised its own questions of fairness.

As long as schooling continues to play a
central role in American life, and as long as
tests are used to assess the quality of education,
testing will occupy a prominent place on the
public policy agenda. The search for better
assessment technologies will continue to be
fraught with controversies that have as much to
do with testing per se as with conflicting
visions of American ideals and values.

This chapter focuses on testing through four
chronological periods. The first section begins with
the initial educational uses of standardized written
examinations in the mid-19th century and continues
through the development of mental (intelligence)
measurement near the end of that century. The next
section covers the onset of intelligence and achieve-
ment testing in the schools, a movement spurred
largely by managerial and administrative concerns
and supplied, in large part, with the newly develop-
ing tools of ‘‘scientific’ testing. The third section
focuses on trends in educational testing from the end
of World War I through the end of World War II, a
period marked by important technological advances
as well as refinements in the art and science of
testing. The last section of this chapter is a discus-
sion of the pivotal role of testing in the struggle for
racial equality, increased educational access, and
international technological competitiveness in the
years after World War II.

Achievement Tests Come to
American Schools: 1840 to 1875

Overview

The period from 1840 to 1875 established several
main currents in the history of American educational
testing. First, formal written testing began to replace
oral examinations administered by teachers and
schools at roughly the same time as schools changed
their mission from servicing the elite to educating
the masses. Second, although the early standardized
examinations were not designed to make valid
comparisons among children and their schools, they
were quickly used for that purpose. Motivated in part
by a deep commitment to fairness in educational
opportunities, the use of tests soon became contro-
versial precisely over challenges to their fairness as
a basis for certain types of comparisons-challenges
leveled by some teachers and school leaders, al-
though not by the most active crusaders on behalf of
free and universal education. Third, the early written
examinations focused on the basics-the major
school subject--even though the objectives of
schooling were understood to be considerably broader
than these topics. Finally, from their inception
standardized tests were perceived as instruments of
reform: 2 it was taken as an article of faith that
test-based information could inject the needed
adrenalin into a rapidly bureaucratizing school
system.

Demography, Geography, and Bureaucracy

Tests of achievement have always been part of the
experience of American school children. In the
colonial period, school supervisors administered
oral examinations to verify that children were
learning the prescribed material. Later, as school
systems grew in size and complexity, the design,
purposes, and administration of achievement testing
evolved in an effort to meet new demands. Well
before the Civil War, schools used externally
mandated written examinations  t o  a s s e s s  s t u d e n t
progress in specific curricular areas and to aid in a

2,,Rtiom,,  mu diffme.t  _ t. diffemt  ~ople, eW~y wi~ re~t to education. In this repo~  the word is titended  neu~Y, i.e., ~

“change,” although it clearly connotes the intention to improve, upgrade, or widen children’s educational experiences. The possibility that good
intentions can lead to unintended consequences is the central theme in such works as Michael B. Katq  of  (Cambridge,
MA: Harvard University Press, 1968). See also Lawrence Crernim  of 

Yorlq NY” Vintage Books, 1964) for an even broader exploration of change, i.e., as “transformation” of the school.
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variety of administrative and policy decisions.3 As
early as 1838 American educators began articulating
ideas that would soon be translated into the formal
assessment of student achievement.

Figure 4-l—Annual Immigration to the United States:
1820-60

Thousands

‘oo~
What were the main factors that led to this interest

in testing? What were the main purposes for testing?
Some of the answers lie in the demography and
political philosophy that shaped the 19th century
American experience.

Between 1820 and 1860 American cities grew at
a faster rate than in any other period in U.S. history,
as the number of cities with a population of over
5,000 increased from 23 to 145.4 That same period
saw an average annual immigration of roughly
125,000 newcomers, mostly Europeans (see figure
4-1).5 Coincident with this immigration and urbani-
zation, the idea of universal schooling took hold. By
1860 “. . . a majority of the States had established
public [primary] school systems, and a good half of
the nation’s children were already getting some
formal education.”6 Some States, like Massachu-
setts, New York, and Pennsylvania, were moving
toward free secondary school as well.

Although it is difficult to establish a causal link
between these demographic and educational changes,
surely one thing that attracted European immigrants
was the ideal of opportunity embodied in the
American approach to universal schooling. Follow-
ing his visit to the United States in 1831 to 1832, the
Frenchman Alexis de Tocqueville shared with his
countrymen his conviction that there was no other
country in the world where ‘‘. . . in proportion to the
population there are so few ignorant and at the same
time so few learned individuals. Primary instruction
is within the reach of everybody; superior instruc-
tion is scarcely obtained by any.”7

1820 1830 1840 1850 1860

m European m Non-European

SOURCE: Office of Technology Assessment, based on data from U.S.
Department of Commerce, Bureau of the Census, Histofica/

of the United (Wash-
ington, DC: 1975), pp. 105-111.

At the same time, it could be argued that
population growth and increased heterogeneity ne-
cessitated the crafting of institutions-such as uni-
versal schooling-to “Americanize” the masses.
The 20th century social philosopher Hanah Arendt
wrote, for example, that education has played a
" . . . different, and politically incomparably more
important, role [in America] than in other coun-
tries,’ in large part because of the need to American-
ize the immigrants.8

The concept of Americanization extended well
beyond the influx of immigrants who arrived in the
latter half of the 19th century, however. The

sM~y hl~t~ri~ of /@encm edu~ati~~  te~~g  fo~s  on tie ~uence of tie ~telligence  testig  movemen~  which began  at the end Of the l%h

century. See, e.g., Daniel Resnick, “The History of Educational TM&g,” part 2, Alexandra
Wigdor and W. Garner (eds.)  (Washington DC: National Academy Press, 1982), pp. 173-194; or Walter Haney, “’lksting  Reasoning and Reasoning
About Testing, ” vol. 54, No. 4, winter 1984, pp. 597-654.

dDavld  ~ac~ The One Best System: A History (Cambridge, MA: H~ard Ufivemiw  ~ess~  1974)*  P. 30.

5u.s. Dep~ent  of Comerce,  Bmeau  of tie Cemus, Hisrorica/ s~ati.r~ics
U.S. Government Printing Office, 1975), p. 106.

Wrernin, op. cit., foomote  2, p. 13. This chapter relies heavily on Crernin’s work, but also on important educational historiography  of David 7@clq
Michael Katz, Ira Katzmelso%  Margaret Weir, and Carl Kaestle.

7see  Alex15 de To~uevi~e,  De~cra~  in America,  VO1.  1 (New York w: vinbge  BOOkS,  Jdy 1990), p. 52.

8~~  ~endt,  * f~e Cfi51~  ~ ~uatiow’  Parn”san  Review,  vol. 2.5, No. 4, fall 1958, pp. 494-495,  s= *O D&e  Ravitch,  ~C/100f

1805-1973 (New Yor~ NY: Basic Books, 1974), p. 171, for her treatment of some of the early American educators (like William Henry
Maxwell in New York) who saw schooling as the “. . . antidote to problems that were social, economic, and political in nature. ”
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foundation for a political role for education had
already been laid in the colonial and post-
Revolutionary periods, as religious, educational, and
civic leaders began considering the possible rela-
tionships between lack of schooling, ignorance, and
moral delinquency. These leaders, especially in the
burgeoning cities, advocated public schooling for
poor children who lacked access to church-run
charity schools or to common pay schools (schools
available to all children in an area but for which
parents paid part of the instructional costs).

Up until the mid-19th century, the pattern of
education consisted of private schools run by paid
tutors, State-chartered academies and colleges with
more formal programs of instruction, benevolent
societies, and church-run charity schools—in sum, a
“hedge-podge’ reflecting the many:

. . . motives that impelled Americans to found
schools: the desire to spread the faith, to retain the
faithful, to maintain ethnic boundaries, to protect a
privileged class position, to succor the helpless, to
boost the community or sell town lots, to train
workers or craftsmen, to enhance the virtue or
marriageability of daughters, to make money, even
to share the joys of learning.9

Population growth and density created new
strains on schools’ capacity to provide mass educa-
tion.10 According to census statistics, public school
enrollments grew from 6.8 million in 1870 to 15.5
million by 1900. By the turn of the century, almost
80 percent of children aged 5 to 17 were enrolled in
some kind of school.11 Mass public education could
no longer be viable without fundamental institu-
tional adaptations. Expanding enrollments also
placed new strains on the public till as public school
began overshadowing private and charity schools. In

direct expenditures, the percentage of total educa-
tion spending attributable to the public schools grew
from less than one-half in 1850 to more than 80
percent in 1900.12 In terms of foregone income as
well, the costs were impressive: the income that
students aged 10 to 15 would have earned were they
not in school increased from an estimated nearly $25
million in 1860 to almost $215 million in 1900.13

Not surprisingly, this spending inevitably led to calls
for evidence that the money was being used wisely.

The size and concentration of the growing student
population increased the taxpayers’ burden and
created new institutional demands for efficiency
similar to those that governed the evolving nature of
many American institutions. One way schools could
demonstrate sound fiscal practice was by organizing
themselves according to principles of bureaucratic
management. “Crucial to educational bureaucracy
was the objective and efficient classification, or
grading, of pupils.”14 According to Henry Barnard,
a prominent figure in the common school move-
ment, it was not only inefficient, but also inhumane,
to fill a classroom with children of widely varying
ages and attainment. 15 On this assumption, the
mid-19th century reformers sought additional infor-
mation that would make the classification more
rational and efficient than the prevailing system of
classification, based primarily on age. They turned
their attention toward achievement tests.

The result was one of many ironies in the history
of educational testing: the classification and group-
ing of students, essentially a Prussian idea, became
a pillar in the public school movement that was an
American creation. No less an American educational
statesman than Horace Mann, who saw universal

~avid  ~ack  and Elisabeth  Hansot,  York NY: Basic Books, 1982),
p. 30. See also Katz, op. cit., footnote 2, p. 131. Katz writes that: “. . . the duty of the school was to supply that inner set of restraints upon passiom that
bloodless adherence to a personal sense of rights, which would counteract and so reform the dominan t tone of society. ”

loFor  a mom detailed  analysis of the shifts from rural to urban educatiou  see, e.g., ~aC&  Op. Cit., footnote 4. AISO,  See Michael  B. ~~, class,
Yorlq NY: Praeger,  1972).

I IBureau  of tie Cems,  op. cit., footnote 5, p. 369. See also ~ach  op. cit., footnote 4, p. 66, who cites a report by W.T. - witi similar dati
12qyack  and  HanSot,  Op. Cit., fOO@Ote  9? p. 30.

13~ac~  op. cit., footnote 4, pp. 6647.

IdIbid., p. 4.4, emp~~  added.  It is worth recalling that the early  eXpOn~tS of bureaucracy SPOke Of its fo~k~‘ est in classification systems
of the type discussed here-in positive terms, i.e., as an improvement over earlier forms of organization that were at once less fair and less efficient.
See, e.g., Max Weber, of Social  edited and translated by A.M. Henderson and T. Parsons (New York NY:
Macmillan Publishing Co., 1947). The appeal of tests as both fair and efficient tools of management is a main theme in this chapter.

ls~ac~  Op. cit., footnote 4, p. 44, empbk added. B arnard’s lifelong commitment to school improvement for the masses, coupled with his belief
in the importance of consening  the social and economic status of the privileged classes, personifk an important aspect of the American experiment
with democratic education. See also Merle Curd, (Paterson, NJ: Pageant Books, Inc., 1959), pp. 139-168.
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Photo credits: Frances B. Johnston

Teachers have always assessed student performance directly,
These photos were taken circa 1899 for a survey of Washington,
DC schools.

education as the ‘‘great equalizer’ and who had a
" . . . total faith in the power of education to shape
the destiny of the young republic,”16 supported the
highly structured model of schools in which students
would be sorted according to their tested profi-
ciency.17 Thus, as early as the mid-19th century,
there existed a belief in the role of testing as a vehicle
to classify students ex ante, commonly viewed as a
necessary step in providing education. Also emerg-
ing during this period was an interest in uses of tests
ex post: to monitor the effectiveness of schools in
accomplishing their purposes. Visionaries like Mann
saw testing as a means to educate effectively;
administrators, legislators, and the general public
turned to tests to see what children were actually
learning.

In fact, it was during Horace Mann’s tenure as
Secretary of the (State) Board of Education that
Massachusetts became the site of “. . . the first
reported use of a written examination . . . after some
harassment by the State Superintendent of Instruc-
tion about the shortcomings of the schools. . . "18

From its inception, this formal written testing had
two purposes: to classify children (in pursuit of more
efficient learning)19 and to monitor school systems
by external authorities. Under Mann’s guidance, the
State of Massachusetts moved from subjective oral
examinations to more standardized and objective
written ones, largely for reasons of efficiency.
Written tests were easier to administer and offered a
streamlined means of classifying growing numbers
of students.

Ibcrmiq Op.  cit., footnote 2, pp. 8-9.

17Ka@ op. cit., footnote 2, pp. 1s9-140.

18Resfic~  op. cit., footnote 3, p. 179, emphasis added.
lg~ack,  op. Clt, fw~ote 4, p. 45. ~ack notes that classification pre~ded  s~dard  e xaminations:  “. . . the proper classitlcation was only the

beginning. In order to make the one best system work  the schoohnen  also had to design a uniform course of study and standard examinations. ” But
he does not describe the criteria for classitlcation  used prior to the standard ex aminations, which would be important to analyze the comparative fairness
of formal and informal classif_lcation systems. It appears, thouglL always to have involved some type of proficiency testing, the difference being between
the looser and more subjective classroom-based tests and the more format externally administered tests.
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It is important to point out what “standardiza-
tion” meant in those days. It did not mean “norm-
referenced” but rather that “. . . the tests were
published, that directions were given for administra-
tion, that the exam could be answered in consistent
and easily graded ways, and that there would be
instructions on the interpretation of results. ’ ’20 The
model was quite consistent with the assumed virtues
of bureaucratic management. The efficient flow of
information was not unique to education or educa-
tional testing; it was becoming a ubiquitous feature
of American society .21

Perhaps more important, though, was the evolv-
ing role of testing as a vehicle to ensure fairness and
evenhandedness in the distribution of educational
resources: one way to ascertain whether children in
the one-room rural schoolhouse were receiving the
same quality of education as their counterparts in
the big cities was to evaluate their learning through
the same examinations. Thus, standardized testing
came to serve an important symbolic function in
American schools, a sort of technological embodi-
ment of principles of fairness and universal access
that have always distinguished American schools
from their European and Asian counterparts. As the
methods of testing later became increasingly quanti-
tative and “scientific” in appearance, the tests
gained from the growing public faith in the ability of
science and rational decisionmaking to better man-
kind.

But Mann had other reasons for introducing
standardized testing. He had been engaged in an
ideological battle with the Boston headmasters, who
perceived him as a “radical.” This disagreement
reflected a wider schism in the Nation between
reformers like Mann who believed in stimulating
student interest in learning through greater emphasis
on the “real world,’ and hard-liners who believed

in discipline, rote recitation, and adherence to
texts.22 Although Mann and his compatriots eventu-
ally won, setting American public education on a
unique historical course, one of their more potent
weapons in the battle was one that might today be
associated with a hard-line, top-down approach to
school reform: when two of Mann’s allies were
appointed to examine the status of the grammar
schools, “. . . they gave written examinations with
questions previously unknown to the teachers [and]
. . . published a scathing indictment of the Boston
grammar schools in their annual report. . . ."23

The Logic of Testing

The fact that the first formal written examinations
in the United States were intended as devices for
sorting and classifying but were used also to monitor
school effectiveness suggests how far back in
American history one can go for evidence of test
misuse. The ways in which these tests were used for
monitoring was logical: to find out how students and
their schools are performing, it made sense to
conduct some sort of external measurement process.
But the motivation for the standardized examina-
tions in Massachusetts was, in fact, more compli-
cated and reveals a pattern that would become
increasingly familiar. The idea underlying the imple-
mentation of written examinations, that they could
provide information about student learning, was
born in the minds of individuals already convinced
that education was substandard in quality. This
sequence-perception of failure followed by the
collection of data designed to document failure (or
success)--offers early evidence of what has become
a tradition of school reform and a truism of student
testing: tests are often administered not just to
discover how well schools or kids are doing, but
rather to obtain external confirmation-validation—
of the hypothesis that they are not doing well at all.24

~Rmnic~ op. cit., foo~ote  3, p. 179.

21 GeOrge  ~aus,  for ~amp]e,  writes  that the movement toward standardization and  COllfOM1.@  kgan  ~ 1815 with effo~  ~ the  ArmY  ~dnance

Department to develop “. . . administrative, communication inspection accounting, bureaucratic and mechanical techniques that fostered conformity
and resulted in the technology of interchangeable parts . . . [and that] these techniques . . . were well lmown throughout the textile mills and machines
shops of New England when Horace Mann introduced the standardized written test. . . .’ George Madaus, ‘“lksting as a Social ‘IkcImology,  ’
unpublished monograph Inaugural Annual Boisi kture on Education and Public Policy, Boston College, Dec. 6, 1990, pp. 2627.  See also Katz, op.
cit., footnote 2, pp. 5-11, for an account of the dramatic changes in the structure and management of American business during Mann’s lifetime.

~See  KaV, Op, cit., fm~ote 10, pp. 115-153,  for a fuller discussion of the Origins  and  @lCatiOnS  of this  ideologi~  s@W@e.

~~id.,  p. 152.  See ako Madaus,  Op. Cit., fOOtnOte  21.

ZA~~ou@  tes~g  WM not yet  conside~  a scien~lc  ent~ri~  (that  would  come latm in the cen~,  with the emergence of psychology and  the

concepts of mental measurement-see below), the logic of its application had traces of the inductive model: from empiricat  observations of the schools,
to hypotheses explaining those observations, to the more systematic and less anecdotal collection of data in order to test the hypotheses. For a physicist’s
views on the basic fallacies in mental ‘‘measurement, ’ however, see David IAyzer, “Science or Superstition? A Physical Scientist Looks at the IQ
Controversy,”  N.J. Block and Gerald Dworkin  (eds.) (New York NY: Pantheon Books, 1976), pp. 194-241.
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The use of formal, written achievement tests in
Massachusetts (and soon afterwards in many other
places), as already emphasized, was motivated
largely by administrative concerns.25 The tests
themselves often focused on a rather narrow set of
outcomes, selected principally to put the headmas-
ters in the worst possible light. There was a profound
mismatch between the content covered in those early
achievement tests and the objectives of common
schooling those tests were intended to gauge. Given
the schools’ broad democratic agenda, and given the
environment of demographic and geographic shift in
which the agenda was to be carried out, the estimation
of educational quality by a “. . . test of thirty
questions on the subjects scheduled for study during
the year. . . given to about half the eighth grade, one
thousand students, ”26 is a telling early example of
the limitations of tests in measuring the range of
knowledge students acquire during a school year.

From their inception, written achievement tests
were among the more potent weapons of reform of
teaching and school administration. For example,
Samuel Gridley Howe, an ally of Mann, looked to
tests to provide ‘‘. . . a single standard by which to
judge and compare the output of each school,
‘positive information in black and white,’ [in place
of] the intuitive and often superficial written evalua-
tion of oral examinations.”27

The tests Mann and Howe encouraged covered a
narrow range of school material; there was no
attempt to link students’ test performance with
specific features of school organization or peda-
gogy; and the schoolmasters usually selected which
students took the tests.28 But these technical issues
did not interfere with the use of test results as a basis
for reform. Mann, for one, successfully convinced

his fellow Bostonians that the tests were able to
" . . . determine,  beyond appeal or gainsaying, whether
the pupils have been faithfully and competently
taught. ’29 Teachers, for their part, went along with
the testing as long as they saw it as a way to wield
power over their students.30

Effects of Test Use

Not surprisingly, soon after the frost application of
tests came criticisms that have also become a steady
presence in school life. First, there was public
amazement at the poor showing of the test-takers:
‘‘Out of 57,873 possible answers, students answered
only 17,216 correctly and accumulated 35,947 errors
in punctuation in the process. Bloopers abounded:
one child said that rivers in North Carolina and
Tennessee run in opposite directions because of ‘the
will of God.’" Second, it was feared that the tests
were driving students to learn by rote: . . . [according
to Howe] they could give the date of the embargo but
not explain what it did.”31

Nevertheless, test use continued, and from the
earliest applications, test use raised key questions.
Consider, for example, that the main beneficiaries of
test information were not the teachers and principals,
who might have used it to change aspects of their
specific institutions, but rather State-level policy -
makers and administrators. Thus, while there might
have been a casual acceptance of the principle that
tests could provide information necessary to effect
change, there was apparently much less agreement—
or perhaps just simple naivete-as to how and where
the changes would be initiated. ‘The most important
reported result, an unintended one from the stand-
point of the [Boston] school committee, was to make
city teachers and principals accountable to supervi-
sory authority at the State level. ’ ’32 Tests became

fischwl~  were not done  fi thek ~o~g a~ation  for qW~~tion. prison  reformers, abolitionis~,  ~d OIIItXS were  idSO fond of statistics. For
a lucid discussion of the reverence for science and quantitative methods, which would peak at the turn of the century, see Paula S. Fass, ‘‘The IQ: A
Cultural and Historical Framework+”  vol. August 1980, pp. 431-458.

26Rafic~  op. cit., foo~ote  3? p. 179.

zT~ac~  op. cit., footnote 4, p. 35, emphasis add~.
28c ‘Even ~~ the wade, [me Boston test] w~ not a f~ ~ple  of s~dents,  s~ce  the schoo~ters  were free to choose who wodd  take the test. ”

Resnic~  op. cit., footnote 3, p. 179.
m~oted ~ p~~ ~~ schools as sorters: bwis

York University Press, 1988), p. 33.

%obert Hample,  University of Delaware, personal communication May 1991.
sl~ac~ op. cit., fm~ote 4, p. 35. Acxord@  to Wack  Howe kUeW  how ‘‘abstruse and tricky’ the test items were, but thought it was a fair basis

for comparison of students nonetheless. Given the reference to punctuation errors, it seems that the tests included at least ~ome  written work  in any even~
we know that multiple choice was not invented until several decades later, which suggests that test format is not the sole’ determinant of content validity,
fairness, or the tendency to Iearn.

XZRUUic~ Op. cit., footnote p. 180, emphasis added.
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important tools for education policymakers, despite
their apparently limited value to teachers, students,
and principals.

A related development offers yet another illustra-
tion that current problems in educational testing are
not all new. Although the written examinations were
intended to provide information about schools and
students, that information was not necessarily meant
to become a basis for comparisons. Yet that is
quickly what happened, as illustrated in the case of
examinations used for high school admission: “Al-
though only a minority of students took the [standard
short-answer] exam, performance [on the exam] . . .
could function, within the larger communities, to
compare the performance of classes from different
feeder schools.”33

The case cited in this example points to a
pervasive dilemma in the intended and actual uses of
tests. On the one hand, information about student
performance was understood to be essential as a
basis for organizing classroom learning and judging
its output; on the other hand, once the information
was created, it was quickly appropriated to uses for
which it had not been designed-specifically, to
comparisons among schools and districts. The fact
that the jurisdictions were different in so many
fundamental ways as to render the comparisons
virtually meaningless did not seem to matter.
Nevertheless, by the 1870s many school leaders
were beginning to question the comparisons: ‘‘. . . a
careful observation of this practice for years has
convinced me that such comparisons are usually
unjust and mischievous. ’ ’34 At the same time, there
was widespread agreement that ‘‘. . . the classroom
was part of the production line of the school factory
[and that] examinations were the means of judging
the value added to the raw material . . . during the
course of the year.”35

In the latter part of the 19th and early 20th
centuries, changing demography would continue to
influence school and test policy. Other factors would
also begin to play a role: the development of
psychology and ‘‘mental measurement’ as a sci-
ence, and the increasing influence of university and
business interests on performance standards for the

secondary schools. These are the main topics in the
next section of the chapter.

Science in the Service of
Management: 1875 to 1918

During the period from 1875 to the end of World
War I, the development and administration of a
range of new testing instruments-from those that
sought to measure mental ability to those that
attempted to assess how well students were prepared
for college-brought to the forefront several critical
issues related not only to testing but to the broader
goals of American education. First, as instruments
that were designed to discern differences in individ-
ual intelligence became available, the concept of
classifying and placing students by ability gained
greater acceptance, even among those who espoused
the democratic ideals of fairness and individuality.

Second, as research on mental measurement
continued, it gave rise to new debates about the role
of heredity in determining intellectual ability and the
effects of education. Some theorists used the results
of intelligence and aptitude tests to support claims of
natural hierarchy and of racial and ethnic superior-
ity.

Third, mirroring the structural changes occurring
in businesses and other American institutions,
school systems reorganized around the prevailing
principles of efficient management: consolidation of
small schools and districts, classification of stu-
dents, bureaucratization of administrative responsi-
bilities. Within these new arrangements, tests were
viewed as an important efficiency tool.

Fourth, by the end of World War I, standardized
achievement tests were available in a variety of basic
subjects, and the possibilities for large-scale group
testing had been demonstrated. The results of these
tests gave reformers (including college presidents)
ammunition in their push for improvements in
educational quality.

Fifth, the implementation of mass testing in
World War I ushered in a new era of educational
testing as well.

Ssrbido For ~ i.ndepth  s~dy of the role of tests  and other criteria in admissions decisions at Philadelphia’s Central M@ School, see David F. hkee,
Haven, CT: Yale

University Press, 1988), especially chs. 3 and 4.
~Ememon  white  (an early leader  in the National Education Association),  quoted in vac~  Op. cit., footnote  4, P. 49.
35Jo~  p~lbnc~  quoted in ibid., p. 49, emp~k add~.
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Issues of Equity and Efficiency

The analysis in the preceding section of this
chapter raises a perplexing question about the role of
testing in American education: how could the
emerging American and democratic theory of educa-
tion be reconciled with standardized tests that
covered, at best, a small portion of what schooling
was supposed to accomplish, and, at worst, were
used in ways that violated basic democratic princi-
ples of fairness? Part of the answer in the early years
of testing lay in the role of curriculum in the public
school philosophy. Horace Mann, for example, was
" . . . inclined to accept the usual list of reading,
writing, spelling, arithmetic, English grammar, and
geography, with the addition of health education,
vocal music (singing would strengthen the lungs and
thereby prevent consumption), and some Bible
reading. "36 Thus, it might be argued that one reason
Mann favored the formal examinations was that  they
signaled the importance of learning the major
subjects, which, in his view, was the first step toward
achieving the broader goals of morality, citizenship,
and leadership. Learning the major subjects was a
necessary-if insufficient-condition for education
writ large.37

Another factor was that because standardized tests
were new, there was no established methodology for
designing them or judging whether test scores
accurately reflected learning. Furthermore, school
reformers seemed relatively unconcerned that em-
phasizing the basics might compromise the broader
objectives of schooling. Generally they viewed the
basics as just that: the necessary building blocks on
which the broader objectives of education could be
erected.

If that explanation helps resolve the curious
acceptability of short tests as proxies for complex
educational goals, it does not offer any obvious clues
to the paradox that the use of tests to track students
had its roots in the movement to universalize and
democratize education. Again, Mann’s thinking on
the subject can shed some light. Although “Mann

was one of the first after Rousseau to argue that
education in groups is not merely a practical
necessity but a social desideratum, ’ ’38 he had an
equally powerful belief in individuality. Mann’s
answer was to tailor lessons in the classroom to meet
the needs of individual children: “. . . children differ
in temperament, ability, and interest . . " and need
to be treated accordingly .39 From here, then, it was
not a far leap to embracing methods that, because
they were purported to measure those differences,
could be used to classify children and get on with the
educational mission.

Mann was not alone. The American pursuit of
efficiency would become the hallmark of a genera-
tion of educationists, and would create the world’s
most fertile ground for the cultivation of educational
tests.

An Intellectual Bridge

Some social scientists have characterized mental
measurement-a branch of psychology that blos-
somed during the late 19th and early 20th centuries
and prefigured modern psychological testing-as
" . . . the most important single contribution of
psychology to the practical guidance of human
affairs."40 Psychological testing was able to flourish
because of its appeal to individuals of nearly every
ideological stripe. It was not just the hereditarians
and eugenicists who were attracted to such concepts
as ‘‘intelligence’ and the ‘‘measurement’ of men-
tal ability; many of the early believers in the
measurement of mental and psychophysical proc-
esses were progressives, egalitarians, and communi-
tarians committed to the betterment of all mankind.

Mann, for one, embraced phrenology-an ap-
proach to the assessment of various cognitive
capacities based on physical measurement of the
size of areas of the brain-without reservation,
joining the ranks of such advocates as Ralph Waldo
Emerson, Walt Whitman, William Ellery Charming,
Charles Sumner, and Henry Ward Beecher, as well

36cr~  op. cit., fOOtnOte 2, P. 10.

si’~e ~~ef  tit lem~ pti~om  were ~tter, ~ tie mor~ ~me, ~s &n pem~ive  ~ughout  tie  ~sto~  of American education, s=,  e.g., curti,

op. cit., footnote 15. A major figure in the measurement of ability and achievemen~  Edward Thomdike,  produced empirical results showing the high
correlation between intellectual attainment and morality. See, e.g., ~ack and Hansot, op. cit., footnote 9, p. 156.

38(__&em@  op. cit., footnote 2, P. 11.
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as a host of respected physicians.41 Phrenology
attributed good or base character traits to differences
in physical endowments; Mann and others saw in
this doctrine a persuasive rationale for education as
a means of cultivating every individual’s admirable
propensities and checking his coarser ones. One
might say, then, that phrenology symbolized to
Mann a unique chance to mobilize support for social
intervention. 42

Phrenology was a methodological bridge from
crude comparisons based on written achievement
examinations, to measures that were at once more
scientifically rigorous and more sensitive to innate
differences in ability.43 The principal intelligence
researchers whose work would ultimately be trans-
lated into the American science of mental testing—
Galton, Wundt, and Binet--had each dabbled in
phrenology before devising their methods for assess-
ing human intelligence.

Mental Testing

In the late 19th century, European and American
psychologists began independently seeking ways to
corroborate and measure individual differences in
mental ability. Sir Francis Galton in England and J.
McKeen Cattell in the United States conducted a
series of studies-mostly dealing with sense percep-
tion but some focusing on intellectual aptitude--that
may be said to mark the beginning of modern
intelligence testing.

44 It was Cattell, in fact, who
coined the term “mental test” in a paper published
in 1890.

In an effort to trace the hereditary origins of
mental differences, Galton conducted the first em-

pirical studies of the heritability of mental aptitude
and developed the first mental test, although he did
not call it that.45 Although the more extreme views
of some of these early researchers have long since
been repudiated, and although some veered off into
distasteful and unsupportable conclusions about
hereditary differences (see box 4-A), their work
nevertheless stimulated interest in intelligence test-
ing that persists today.

The French psychologist and neurologist Alfred
Binet also had a very strong influence on the
development of intelligence tests in America and on
their uses in schools, although not necessarily in the
ways Binet himself would have liked. Empirically
based definitions of intelligence and accounting
explicitly for age were two of Binet’s most impor-
tant contributions to the science of mental testing.
For Binet “intelligence” was not a measurable trait
in and of itself, like height or weight; rather, it was
only meaningful when tied to specific observable
behaviors. But what behaviors to observe? Answer-
ing this question led Binet to his second major
insight: ability to perform various mental behaviors
varied with the age of the individual being observed.
His research, therefore, consisted of giving children
of different ages sets of tasks to perform; from their
performances he computed average abilities-for
those tasks-and how individual children compared
on those tasks.46 Neither the concept that intelli-
gence existed as a unitary trait, nor the concept that
individuals have it in freed amounts from birth, are
attributable to Binet. Moreover, to Binet and co-
worker Theodore Simon, intelligence meant ‘‘. . .
judgment, otherwise called good sense, practical

41 About -’s a~tion  to phrenology, historian Lawrence Creminwrote: ‘‘It reached for naturalistic explanation of human behavio~  it stimulated
much needed interest in the problem of child healt&  and it promised that education could build the good society by improving the character of individual
children. What a wonderful psychology for an educational reformer!” Op. cit., footnote 2, p. 12.

d~~ op. cit., fw~te 15, pp. 110-111. MiCh~l ~tz po~ts Out tit “. -. to Mann and others of his time [intelligence] meant . . . a capacity that
could be developed, not an innate limit on potential ., . an important point bemuse it shows that ‘intelligence’ is partly a sociaI/cukural  construction
that we shouldn’t reify. . . .“ Personal communicatiorq  Aug. 18, 1991.

ds~e histov of p~enolo=  con~ some amusing ironies. Franz Gall, for example, one of the founders of the discipline, had to suffer b
embarrassment of having his own brain weigh in ‘‘at a meager 1,198 grams, ” considerably lighter than the brains of real geniuses like ‘lkrgenev. For
discussion see Stephen Jay Gould, The  York NY: Nortou 1981), p. 92. And Francis Galton, whose own phrenologist surmised
that his “. . . intellectual capacities are not distinguished by much spontaneous activity in relation to scholastic affairs. . . .“ (Raymond E. Fancher,

York NY: W.W. Norton & Co., 1985), p, 24), was later credited with launching the science of
individual differences and of mental testing.

~w~ter S, Monr~,  Ten years Of Mucutimul  (Ural IL: University of Iuinois, 1928),  p. 89.
&Bomo~  ~~fi of&~ Coll=tion  ~ ~ysis from ~the~tics ~d ~@onomy,  he w inventd  a statistid  procedure that his student -l

Pearson would later turn into what is still the most powerful tool in the statistician’s arsenal, the correlation coeftlcient.
46~d the Ufitd s~tes’  move to univer~  public  schoo~g  ~~ in tie  ~te lgth cm@y, and  not in the  middle, it is likely that the fmt achievement

tests (described in the fmt section of this chapter) would have been more focused on innate ability and aptitude rather than on mastery of subjects taught
in school. As will be shown below, however, the strands of ability and achievement ultimately did converge, largely due to the work of lkrman and
Thomdike.
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Box 4-A—Mental Testers: Different Views

Although Charles Darwin himself never extrapolated from his biological and physical theory of evolution to
evolution of cognitive abilities, Sir Francis Galton, his second cousin, made the leap. Galton’s basic theory was that
mental abilities were distributed unevenly in the population, and that while a certain amount of nurturing could have
an effect, there was, as with physical ability, an upper bound predetermined by one’s natural (genetic) endowments.

At the same time, researchers in the German laboratory of Wilhelm Wundt had also been involved in early
studies of mental differences, with a focus on physical differences in sensation, perception, and reaction time.
Apparently Wundt himself was not terribly interested in the development of tests for mental processes independent
of the physical senses, but some of his students in the United States-such as Cattell--became prominent figures
in the debate over hereditary origins of intelligence.

Although the name of Alfred Binet is commonly associated with the notion of IQ, Binet himself had strong
reservations about using intelligence test data to classify and categorize children, and was opposed to the reduction
of mental capacities to a single number. One reason had to do with his awareness of the difficulty of keeping the
data purely objective. Another reason was his fear that “... individual children [would be] placed in different
categories by different diagnosticians, using highly impressionistic diagnostic criteria . . . [and] . . . that the
diagnosis was of particular moment in borderline cases.”1

With his colleague Theodore Simon, Binet undertook an inductive study of children’s intelligence: “. . . they
identified groups of children who had been unequivocally diagnosed by teachers or doctors as mentally deficient
or as normal, and then gave both groups a wide variety of different tests in their hopes of finding some that would
differentiate between them.”2 Eventually they developed the key insight that the age of the child had to be
considered in examining differences in test performance. The 1905 Binet/Simon test proved a workable model to
make discriminations among the normal and subnormal populations of children. Binet, it should be noted, differed
with many of his contemporaries on the role of heredity in intelligence. Binet believed that intelligence was fluid,
" . . . shaped to a large extent by each person’s environmental and cultural circumstances, and quantifiable only to
a limited and tentative degree. ”3

Binet’s followers took a different road than Binet himself would likely have chosen. Unlike those who worked
in the tradition of Galton and who focused on measurement of young adults at the upper end of the ability
distribution, Binet had devoted much of this part of his career to diagnosing retardation among children at the lower
end of the distribution. And in fact, Binet’s view of intelligence as a blend of multiple psychological
capacities-attention, imagination, and memory among them-is enough to distinguish him from a generation of
intelligence testers who followed, especially in the United States.

l~~~d ~. Fw&,  The  lnte//igence~en:  M-S of the ZQ Controversy (NCW  YOI%  NY: W.w. Nomn & CO.. lg~s),  P- 70.

mid., p. 70.

31bid., p. 82.

sense, initiative, the faculty of adapting one’s self to influential and successful of the American mental
circumstances. . . . A person may be a moron or an testers. His 1912 revisions, called the Stanford
imbecile if he is lacking in judgment; but with good Revision, caught on quickly and marked the begin-
judgment he can never be either.”47 These charac- ning of large-scale individual intelligence testing in
teristics of the Binet-Simon tradition were altered the United States.48 As discussed in box 4-A, the
when the concepts of mental testing were imported technology of intelligence testing in the United
to the United States. States—in particular the connection between test

Several Americans revised the Binet-Simon scale performance and age in the formation of intelligence
and adapted it for use in the United States. Stanford scales-was directly influenced by Binet; but the
Professor Lewis Terman was perhaps the most philosophy underlying the use and interpretation of

47A. B~~~ ~d ~ sfiO~ The Dfle/OP~~t of ]n(e//j~~~C~ in chjf~~e~,  ~~slated by E.S.  Wte  @altiore, MD: Wihms and WilkiIM, 1916), pp.
42-43. For discussion of the Binet-Simon  tradition in intelligence testing, see, e.g., Robert Steinberg, Metaphors &find  (Cambridge, England:
Cambridge University Press, 1990).

~Mc)moe,  op. cit., footnote 44, p. 90.
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the tests was inherited from Galton and his follow-
ers. Several historians have noted the mixed lineage
of American testing; one has summarized it elo-
quently, noting that:

. . . it was only as the French concern with personal-
ity and abnormality and the English preoccupation
with individual and group differences, as measured
in aggregates and norms, were superimposed on the
older German emphasis on laboratory testing of
specific functions that mental testing as an American
science was born.49

Testing in Context

There is a tendency in the psychological literature
to overstate the influence of Galton, Binet, and the
other pioneers of mental testing on the demand for
educational tests among American school authori-
ties. That demand grew from a range of social and
economic forces that produced similar calls for
efficiency and compartmentalization in the work-
place. Interest in the application of tests undoubtedly
would have arisen even without the hereditarian
influences of Galton and others who thought human-
kind could be bettered through gradual elimination
of the subnormally intelligent.50

What was happening in the schools in the midst of
these intellectual storms? For one thing, immigra-
tion was becoming an even more dominant influence
on American political and social thinkin g. By 1890,
some 15 percent of the American population was
foreign born, and the quest for Americanization was
continuing full steam. These “new’ immigrants
came from Southern and Eastern Europe (Austria,
Hungary, Bulgaria, Italy, Poland, and Russia among
others), and their numbers were beginning to over-
take the traditional immigrants arriving from North-
ern Europe (Anglo-Saxons, French, Swiss, and
Scandinavians). The effects on schools were stag-
gering.

These abrupt demographic shifts affected many
aspects of American life, but schools had a unique
charge to maintain order in a society undergoing
massive change and fragmentation and to inculcate
American democratic values into massive numbers
of immigrants. “Just as mass immigration was a
symbol for-even the embodiment of-cultural

Phofo ~W(:  Tamara  Cymanski,  OTA staff

Schools in America have played a central role in preparing
immigrants for life in their new home. Challenged by the

goals of educating massive numbers of newcomers
fairly and efficiently, schools relied heavily

on standardized testing.

disruption, education became its dialectical oppo-
site, an instrument of order, or direction, of social
consolidation. "51 Because American schools were
committed to principles of democratic education and
universal access, instruments designed to bring
order to schools without violating principles of
fairness and equal access were extremely attractive.

Indeed, standardized tests offered even more than
that. For one thing, they held promise as a tool for
assessing the current condition of education, a
means to gather the data from which reforms for
integrating the masses could be designed. In what
was perhaps the first effort to blend objective
evaluation with journalistic-style muckraking, Jo-
seph Mayer Rice conceived the idea of giving a
uniform spelling test (and later, arithmetic and
language tests) to large numbers of pupils in selected

4q7mS,  op. cit., fWmo~  25, p. 433. See also Cremir4  op. cit., foomote Z P. 100.

50SW, e.g., Go~d,  op. ~it.,  fw~ote  43,  for a filler  ~~~sion  of tie  role  of tes~  in tie  eugenics movement and how it influenced public poky
in the 1920s and 1930s.

slFass, op. cit., footnote 25, P. 432.
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cities. His findings, published in 1892, were based
on data he had collected on some 30,000 children,
and documented the absence of a relationship
between the time schools spent on spelling drills and
children’s performance on objective tests of spell-
ing.52 ‘ ‘In one study, [Rice] . . . found that [instruc-
tional time] varied from 15 to 30 minutes per day at
different grade levels . . . [but that] tests of student
performance on a common list of words revealed
that the extra 15 minutes a day made no difference
in demonstrated spelling ability.”53 When Rice’s
results were presented to a major meeting of school
superintendents in 1897, they were ridiculed; ulti-
mately, however, a few farsighted educators con-
curred with Rice’s analysis.54

Managerial Efficiency

Schools were not alone in their attempts to adapt
to changing times. The following description of
change in the railroad industry could just as well
describe emerging trends in school administration:

. . . it meant the employment of a set of managers to
supervise . . . functional activities over an extensive
geographical area; and the appointment of an admin-
istrative command of middle and top executives to
monitor, evaluate, and coordinate the work of
managers responsible for the day-to-day operations.
It meant, too, the formulation of brand new types of
internal administrative procedures and accounting
and statistical controls. . . .55

In other sectors of American enterprise, engi-
neers, researchers, and managers were applying
scientific principles to enhance efficiency. In agri-
culture, for example, research and technology was
transforming the nature and scale of farming.
Progressive educators, who were familiar with the
commercial precedents, ‘‘. . . commonly used the
increased productivity of scientific farming as an
analogy for the scientifically designed educational
system they hoped to build. ’ ’56

The newly evolving business organizations also
employed modes of classification and bureaucratic
control that bore remarkable similarity to those
adopted by school systems as they shifted from
largely rural, decentralized organizations to urban,
centralized ones. “Scientific management, a rela-
tively late addition to the set of new business
organizational principles invented around the turn of
the century, was based on the proposition that man-
agers could ascertain the abilities of their workers
and assign them accordingly to the jobs where they
would be the most productive.

Managerial efficiency was but one way in which
business thinking coincided with school policy. The
other principal point of convergence had to do with
the demand for “skilled’ labor. Just as division of
labor according to ability was seen as a vehicle to
improve productivity on the shop floor, classifica-
tion and ranking of students was seen as a prerequi-
site to their efficient instruction. The relationship is
perhaps best illustrated by the statements of Harvard
President Charles Eliot, in 1908. Society, he said, is:

. . . divided. . . into layers. . . [with] distinct charac-
teristics and distinct educational needs . . . a thin
upper [layer] which consists of the managing,
leading, guiding class . . . next, the skilled workers
. . . third, the commercial class . . . and finally the
thick fundamental layer engaged in household work,
agriculture, mining, quarrying, and forest work. . . .
[The schools could be]. . . reorganized to serve each
class. . . to give each layer its own appropriate form
of schooling.57

It was an obvious leap, then, for business execu-
tives to join with progressives in calling for reform
of schools along the corporate model. Hierarchy,
bureaucracy, and classification—all served by the
science of testing-would become the institutional
environment charged with producing educated per-
sons capable of functioning in the hierarchical,
bureaucratic, and classified world of business.58

52~ey,  op. Cit., fOO&IOtC  s, p. a,

53ReSfic~ op. cit., footnote 3, p. 1*O.

~h-foIuw,  op. cit., fOOtQOtC  44, pp. 88-89.

55~~ c~~~, T’h~ vl~lb[~ ff~~: The Jf~~ge~~[Rev~lution in American  B~incss  (Cambridge,  MA:  Harvard University PK.SS,  1977), p. 87.
Chandler’s description of changes in railroad school administration. Daily reports-from conductors, agents,
and engineers-detailed every aspect of railroad operations; these reports, along with information from managers and department h~ds, were used to
make day-to-day decisions and, at the exeeutive  level, to compare the performance of operating units with each other and with other railroads (p. 103).

56~ack  ad HanSot, Op. Cit., fOO~Ote  9. p. 157-
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The advocates of the corporate model of school
governance, such as Stanford Education Dean Ell-
wood P. Cubberley, argued that to manage effi-
ciently, the modem school superintendent needed
“rich and accurate flows of information’ on enroll-
ments, buildings, costs, student promotions, and
student achievement.59 Cubberley advocated the
creation of ‘‘scientific standards of measurement
and units of accomplishment” that could be applied
across systems and used to make comparisons.
Fulfilling this need for data, Cubberley maintained,
would require new types of school employees—
efficiency experts “. . . to study methods of proce-
dure and to measure and test the output of its
works"; 60 a recommendation that indeed came to
pass as large, urban systems hired census takers,
business managers, and eventually evaluation ex-
perts and psychologists.

Achievement and Ability Vie
for Acceptability

Despite initial opposition from teachers, the use of
achievement tests as instruments of accountability
began to gain support. By 1914 the National
Education Association was endorsing the kind of
standardized testing that Rice had been urging for
two decades. The timing was exquisite: on one front,
there was the “push” of new technology that
promised to be valuable to testing, and on the other,
a heightened “pull” for methods to bring order to
the chaotic schools.

Two approaches to testing competed for domi-
nance in the schools in the early 20th century. One
had its antecedents in the intelligence testing move-
ment, the other in the more curriculum-oriented
achievement testing that grew out of Rice’s exam-
ples.

Between 1908 and 1916, Edward Thorndike and
his students at Columbia University developed

standardized achievement tests in arithmetic, hand-
writing, spelling, drawing, reading, and language
ability. Composed of exercises to be done by
students, the arithmetic test was similar in format to
the types of tests traditionally administered by
teachers. The handwriting and composition tests, by
contrast, consisted of samples of handwriting and
essays against which pupil performances were
compared. 61 By 1918, there were well over 100
standardized tests, developed by different research-
ers to measure achievement in the principal ele-
mentary and secondary school subjects.62

Student achievement was not all that would come
under the microscope of standardized assessment. In
the frost decade of the 20th century, following the
advice of Cubberley and other advocates of scien-
tific management, “. . . leaders of the school survey
movement examined and quantified virtually every
aspect of education, from teaching and salaries to the
quality of school buildings.” 63 Indeed, Thorndike’s
proclamation of 1918--"whatever exists at all
exists in some amount’—formed the cornerstone of
his educational measurement edifice.64 By 1922,
John Dewey would lament the victory of the testers
and quantifiers with these words: “Our mechanical,
industrialized civilization is concerned with aver-
ages, with percents. The mental habit which reflects
this social scene subordinates education and social
arrangements based on averaged gross inferiorities
and superiorities.”65

Thorndike’s approach to achievement tests mir-
rored in important ways that taken by reformers in
Massachusetts some 70 years earlier: just as they had
reached a foregone conclusion about the quality of
Boston schools before the frost tests were given,
Thorndike’s tests actually came after he had already
decided that the schools were failing. His 1908 study
of dropouts, followed the next year by a remarkable
statistical analysis conducted by Leonard Ayres,

‘~ack and Hansot, op. cit., footnote 9, p. 157.
@Ellwood P. Cubberly,  (Cambridge, MA: The Riverside Press, 1916), p. 338.
CIMOCUW,  op. cit., footnote 44, p. n.
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KANSAS STATE NORMAL SCHOOL .
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The first educational test using the multiple-choice
format was developed by Frederick J. Kelly in 1915.

Since then, multiple choice has become the dominant
format of standardized achievement tests.

City, for example, Ayres reported that 23 percent of
the 20,000 children studied were above the normal
age for their grade.

Where could concerned educators of the time turn
for explanations? It is useful to review in this context
the staggering demographic changes of the time, a
phenomenon that so utterly consumed the collective
psyche that Thorndike, Ayres, or anyone else. .thinking about the schools could not have helped but
try to explain their findings in terms of the changing
national origin of students. Between 1890 and 1917,
the total U.S. population grew from 63 million to
over 100 million, largely as a result of immigration.
During the same period, the population aged 5 to 14
grew from just under 17 million to over 21 million;
similarly, the public school enrollment rate climbed
from about 50 percent in 1900 to 64 percent in 1920,
and average daily attendance went from 8 million to
just under 15 million.67

The effects of immigration and population growth
on the issues Thorndike and Ayres grappled with,
however, were somewhat surprising. While Ayres’s
initial research question— "Is the immigrant a
blessing or a curse?’’68--reveals something about
the anti-immigrant zeitgeist, his answers, based on
the data analysis he presented, revealed a healthy
objectivity. Ayres concluded that:

1.

2.

3.

called attention to an alarming problem.66 For
reasons that neither Thorndike nor Ayres professed
to understand entirely, the schools were full of
students who were not progressing. In New York

4.

there was no evidence that the problems of
students being above normal age for their
grade or dropping out were most serious in
those cities having the largest foreign popula-
tions;
" . . . children of foreign parentage drop out of
the highest grades and the high school faster
than do American children;
. . . there are more illiterates among the native

whites of native parentage than among the
native whites of foreign parentage; ”69 and
" . . . the proportion of children five to fourteen
years of age attending school is greater among

66sCe  ~owd AFe~,  ~ggar&  in Our Schools:  A Study Of Retarhtion

FoundatiorL Charities Publication Committee, 1909), p. 8.
67For ~ysls of tie effm~  of c~ld ~~r laws on ~hool  atten@ce,  s= David Goldston, History Departxnert4  University of Permsyhmn.i%  “~

Discipline and ‘I&h:  Compulsory Education Enforcement in New York City, 1874-94,” unpublishti  monograph, n.d.
68 APes,  op. cit., footnote 66 P. 103.

@Ibid.,  p. 115. Ayres did not cite the source for his illiteracy statistics, which he presumably collected himself. Census data suggest a somewhat
different picture from the one presented by Ayres.  In 1900, for example, about 5 percent of the native white population was estimated to be illiterate,
as compared to almost 13 percent of the foreign born. Had Ayres  included the census category “Negro” (and other races), he might have found-as
did the census-a staggering illiteracy rate of 44 pereent  in 1900. See Bureau of the Census, op. cit., footnote 5, Series H 664-668, p. 382.
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those of foreign parentage and foreign birth
than among Americans.’ ’70

Finally, he concluded from his analysis that:
" . . . in the country at large [the schools] reach the
child of the foreigner more generally than they do the
child of the native born American,’ which was a
source of great humiliation to ‘‘national pride. ’ ’71

Experimentation and Practice

Although Ayres may not have been aware of it, his
work actually vindicated the basic tenets of the
achievement-oriented testers, who tended to focus
on school curricula and the extent to which children
were actually mastering the substantive content of
schooling. Their approach to assessment was to
develop quantitative and qualitative measures of
student ‘‘productions;’ and the ‘‘. . . early versions
of standardized tests were developed by public
school systems, often in collaboration with univer-
sity centers, to reflect the curriculum of the schools
in a particular city.”72

This approach to assessment recognized implic-
itly that institutional factors were largely responsible
for the sorry situation in the schools. Moreover, if
school practices changed, then children’s opportuni-
ties for success would improve, and it was believed
that the kind of information provided by the stand-
ardized achievement tests could light the way to
effective reform.

Much to the frustration of the dedicated educators
who had mounted them, the effects of school reform
efforts were typically disappointing. In New York,
for example, in 1922, nearly one-half of all students
were above the normal age for their school grade,
and there was enormous variability in ages of pupils
in any given grade.73

This sort of experience did not dissuade educators
from the idea of using tests to effect change, but
rather persuaded many of them that poor student
achievement stemmed from low innate ability. In
other words, even the achievement tests of Thorn-

dike were inadequate to measure-and remedy—the
problems of schools, because those tests did not
adequately measure basic intelligence. The state-
ments of New York Superintendent William Ettin-
ger underscore the intrinsic appeal of the intelli-
gence test model:

. . . rapid advance in the technique of measuring
mental means that we
stand on the threshold of a new era in which we will
increasingly group our pupils on the basis of both
intelligence and accomplishment quotients and of
necessity, provide differentiated curricula, varied
modes of instruction, and flexible promotion to meet
the crying needs of our children.74

Thus, for Ettinger and others, the achievement tests
available at the time were still not standardized
enough—they did not get at the root causes of
difference in student performance.

New York was not alone. Oakland, California,
was the site of one of the first attempts at large-scale
intelligence testing of students. During the 1917 and
1918 academic years, 6,500 children were given the
Stanford-Binet, as well as a new test written by
Arthur Otis (one of Lewis Terman’s students who
would eventually be credited with the invention of
the multiple-choice format75). The experiment in
Oakland was significant because it was one of the
frost attempts to use intelligence tests to classify
students: “Intelligence tests were used at frost to
diagnose students for special classes; later their
adoption led to the creation of a systemwide tracking
plan based on ability. . . . The experiment with
testing in Oakland . . . would provide a blueprint for
the intelligence testing movement after the war.’ ’76

The Influence of Colleges

Another institutional force exerted pressure on the
schools during this period. The university sector sent
a clear message of dissatisfaction with the quality of
high school graduates, and urged a return to the high
standards to which the elite colleges had been
accustomed in earlier times. Many academic leaders

70Aves,  op. cit., foo~ote  p. 115”

711bid.,  p. 105.
72~wmd  Hmfiel ~d  Ro& ~ee,  ‘‘School Achievement: Think@ About What to lks~’

summer 1983, p. 120.
Ts~aC~  op. cit., footnote p. 203.
T’$Ibid.

T5See ch. 8.
7Wtip_  op. cit., fOOtnOte  29, p. 56.
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were attracted to the intelligence test as a filter in
their admissions process. The President of Colgate,
along with leaders of the Carnegie Foundation, the
University of Michigan, Princeton, Lehigh, and
other higher education institutions, argued that too
many children were in college who did not belong
there.

As early as 1890, Harvard President Charles
William Eliot proposed a cooperative system of
common entrance examinations that would be ac-
ceptable to colleges and professional schools through-
out the country, in lieu of the separate examinations
given by each school. The interest of Eliot and
like-minded college presidents in a standardized set
of national examinations  went  beyond their  immedi-
ate admissions needs. Their broader objective was to
institute a consistent standard that could be used to
gauge not only the quality of high school students’
preparation, but also, by inference, the quality of the
high schools from which those students came. The
ultimate aim was to prod public secondary schools
to standardize and raise the level of their instruction,
so that students would be better prepared for higher
education. Eliot expressed consternation that. . . in
the present condition of secondary education one-
half of the most capable children in the country, at
a modest estimate, have no open road to colleges and
universities. "77

Getting colleges and universities to agree on the
subjects to be included and the content knowledge to
be assessed in a common college entrance examina-
tion was no easy task. Anticipating the minimum
competency testing movement by almost a century,
the opponents of a standard college entrance exami-
nation voiced early concerns about whether these
tests could lead to State examinations that would
eventually be used for awarding degrees as well as
college admission.

Eventually the advocates of common examina-
tions were able to garner enough support to form the
College Entrance Examination B o a r d  i n  1 9 0 0 .  I n
1 9 0 1 ,  t h e  f i r s t  examinations were administered
around the country in nine subjects. While in later

years college admissions examinations  w o u l d  c o m e
to resemble tests of general intelligence, the early
examinations of the College Board were closely tied
to specific curricular requirements: ‘‘. . . the hall-
mark [of the examinations ]  was  t he i r  r e l a t i on  t o  a
carefully prescribed area of content. . . .’ ’78

Within a relatively short period of time, the
College Board became a major force on secondary
school curricula. The Board adopted the practice of
formulating and publicizing, at least a year before a
n e w  examination was introduced, a statement de-
scribing the preparation expected of candidates.
Developed in consultation with scholarly associa-
tions, these statements, in the opinion of one
observer, ‘‘. . . became a paramount factor in the
evolution of secondary school curriculum, with a
salutary influence on both subject matter and teach-
ing methods. ’ ’79 This glowing assessment was not
shared by all educators. By the end of World War I,
many school superintendents shared the concerns of
one California teacher who wrote the following to
the Board in 1922:

These examinations now actually dominate, con-
trol, and color the entire policy and practice of the
classroom; they prescribe and define subject and
treatment; they dictate selection and emphasis.
Further, they have come, rightly or wrongly, to be at
once the despot and headsman professionally of the
teacher. Slight chance for continued professional
service has that teacher who fails to ‘‘get results’ in
the “College Boards, ” valuable and inspiring as his
instruction may otherwise be.80

World War I
Army testing during World War I ignited the most

rapid expansion of the school testing movement. In
1917, Terman and a group of colleagues were
recruited by the American Psychological Associa-
tion to help the Army develop group intelligence
tests and a group intelligence scale. This later
became the Alpha scale, used by the Army to quickly
and efficiently determine which recruits were capa-
ble for service and to assign them to jobs.81

 of the ~ly histov  of the College  Bo~d com~  from Johrl  A. ~en~e, The College
York NY: College Entrance

Examination  Board, 1987). Eliot is quoted on p. 3.
TgFrom  &e autobiography of James B. Conanc  quotd  in ibid., p. 21.

TqC~ude  M. Fuess, quoted in ibid., p. 19.

‘Ibid., p. 29.
81 Momw,  op. cit., footnote 44, p. 95.
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The administration of group intelligence tests
during the war stands out to this day as one of the
largest social experiments in American history. Prior
to World War I, most intelligence tests had been
administered to individuals, not large groups. In a
period of less than a month, the Army’s psycholo-
gists developed and field tested an intelligence test.
Almost as quickly, the Army began applying the
tests to what today would clearly be called “high-
stakes decisions. ’ The Alpha tests, for the normal
population, and the Beta tests, for the subnormal,
both loosely structured after Binet’s tests for chil-
dren, were given to just under 2 million young Army
men, and the results were used as the basis for job
assignments. “In short, the tests had consequences:
in part on the basis of a short group examination
created by a few psychologists in about a month,
testee number 964,221 might go to the trenches in
France while number 1,072,538 might go to offices
in Washington. ’ ’82

The results from this testing were mixed. For one
thing, validation studies were less than conclusive
and Army personnel (and others) criticized the
validity of the tests. In one such study (the typical
validation study used officers’ ratings of soldiers’
proficiencies as the outcome or criterion measure),
correlations between performance on the Alpha test
and officers’ ratings were in the low 0.60s, and on
the Beta test in the 0.50s.83 The Army itself had
mixed feelings about the testing program, and
eventually it discontinued testing its peacetime
force.

One of the most important outputs of the program
was the mass of data that could be mined by eager

intelligence theorists. Some theorists reached partic-
ularly controversial and inflammatory conclusions,
most notably that 1) a substantial proportion of
American soldiers were “morons,” which was
presented as evidence that the American “stock”
was deteriorating; and 2) in terms of test perform-
ance, the ranking of intelligence was white Ameri-
cans first, followed by Northern Europeans in
second place, with immigrants from Southern and
Eastern Europe a distant third. These findings helped
fuel the work of a small but vocal group of
eugenicists, such as Carl Brigham, who advocated
" . . . selective breeding [to create] a world in which
all men will equal the top ten percent of present
men. . . "84 This reasoning contributed to congres-
sional debate over restrictive immigration legisla-
tion. 85

Testing Through World War II:
1918 to 1945

Overview

Several themes emerged during the period of 1918
to 1945 that continue to be relevant to testing policy.
A basic lesson of the period was that in a society
constantly struggling with tradeoffs between equity
and efficiency, an institution that claims to serve
both objectives at once commands attention. If
achievement and intelligence tests had been viewed
purely in terms of more efficient classification, they
would have undoubtedly encountered even more
public opposition than they did. But because the
tests were promoted as tools to aid in the efficient
allocation of resources according to principles of

sz~ac~ op. cit., footnote A, p. Z04.

83A  0.5 v~idity  @lcientdoes  not m-that predictions of soldiers’ future performance based on their test scores were right about one-~ the time.
Rather, it suggests a linear and nonrandom relationship (O conflation would sig@  complete randomness) between the score and the criterion variable.
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‘I&t Battery for employment) have predictive validities (correlation coefficients) in the 0.2 to 0.4 range. See, e.g., Frank Hart&m and Alexandra Wigdor,

National Academy Ress, 1989). For a critique of the policy to use employment tests with low
predictive validity, see, e.g., Hemy I.m@ “Issues of Agreement and Contention in Employment lksting, “ 

December 1988, pp. 398-403.
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evidence that the criterion measures for the Amy Alpha were psychometrically soun& or that other test features would pass today’s scientiilc mustcz.
Stephen Jay Gould made this point quite forcefully in his book  (op. cit., footnote experiment that demonstrated how
Harvard students, hardly an illiterate lot, performed on the Beta version of the test-designed for recruits who could not read-is often cited as prima
facie evidence of the low psychometric quality of the Army intelligence tests.
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footnote Fancher  (op. cit., footnote 43), and other histories. However, it is important to note that Goddard later recanted his findings concerning
the allegedly low intelligence levels of immigrants and Black Americans, and publicly apologized for the effects those findings might have had. For
discussion see Carl Degler, In of  (Cambridge, England: Oxford University Press, 1991).

85s=,  e.g., Gould, op. cit., footnote As.
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‘‘meritocracy, ’ they appealed to a wide spectrum of
the American polity.86

Second, the development of mental measurement—
part of the broader emergence of psychology as a
bona fide science--coincided with profound demo-
graphic and geographic shifts in American society.
New educational testing models were cultivated in
this crossroads of technological push (psychology)
and social pull (the need to reform schools and
schooling). Windows of opportunity of this sort are
rare in history; how society capitalizes on them can
have deep and long lasting impacts.

Third, it is important to distinguish technology of
testing from ideology of test use. The history of
testing in America suggests that political, social, and
economic uses for testing can substantially exceed
the technical limits imposed by test design.87

Fourth, there appears to be a trend from highly
specific and curriculum-oriented achievement tests
toward tests of increasingly general cognitive abil-
ity. This trend has historically been associated with
attempts to extend principles of accountability to
larger and larger jurisdictions, i.e., from schools to
districts to States and ultimately to the Nation as a
whole. As shown by the developments in college
admissions testing, for example, the move toward
consolidation of admissions criteria and the per-
ceived need to influence secondary school education
nationwide led eventually to the adoption of a test
designed explicitly to assess aptitude, which later
was renamed “developed ability,” rather than
achievement of specific curricular goals. This trend
has been reinforced, historically, by several other
factors:

. the incentives for efficiency, made particularly
important by the commitment to assess massive
numbers of students over many different learn-
ing objectives;

●

●

the recurring interest in using tests as a way to
mitigate the cultural differences in a heteroge-
neous population; and
the tendency to shift blame for the quality of
education, i.e., to explain low achievement in
terms of low innate ability of students rather
than in terms of poor management and instruc-
tion.

Fifth, growth in the use of standardized tests often
coincides with heightened demand for greater unifi-
cation in curricula. Although the history does not
demonstrate a fixed direction of causality, it does
suggest the following sequence: initially there is
growing recognition that many schools are not doing
as well as they should; next there is awareness of a
fragmented school system which, if nothing else,
makes it difficult to obtain systematic information
about what is really happening in classrooms; and
finally there is a simultaneous push for standardiza-
tion in measurement-to facilitate reliable compari-
sons and standardization of instruction--to remedy
the fragmentation.

A Legacy of the Great War

Despite the questionable foundations and effects
of the Army’s intelligence testing experiments, the
terrain had been plowed, and on the conclusion of
World War I, schools were only too willing to
partake of the harvest. At long last, it seemed to
many school leaders, there was a technology that
could be deployed in the service of elevating the
quality of education provided to the Nation’s youth.
‘‘Better testing would allow [the schools] to perform
their sifting scientifically,"88 i.e., to classify chil-
dren according to their innate abilities and in so
doing, protect the slow witted from the embarrass-
ments of failure while allowing the gifted to rise to
their rightful levels of achievement.

World War I, in effect, set in motion the process
that would result-in an incredibly short time-in

 England: Thames  and HudsoIL  1958). Paula Fass notes that: “The IQ established a
meritocratic standard which seemed to sever ability from the confusions of a changing time and an increasingly diverse population provided a means
for the individual to continue to earn his place in society by his personal qualities, and answered the needs of a sorely strained school system to educate
the mass white locating social talent.’ Fass,  op. cit., footnote 25, p. 446.

sTWstori~  Midlild  ~tz di~=:
I can’t agree with. . . the point . . . that there’s a difference between the purpose of testing (or the technology or science of testing) and the uses
to which testing is put. . . . This argument creates a false dichotomy which seems to reflect a naive view of scientiilc and technological
development as self-contained and unatlected by their context. Clearly, this wasn’t so; psychology and testing as research enterprises were
products of time and place with all that implies.

Gtz, op. cit., footnote 42.
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national intelligence testing for American school
children. By the end of the first decade after the war,
standardized educational testing was becoming a
fixture in the schools. A key development of the
period was the publication of test batteries, which
" . . . relieve[d] the teacher or other user from the
task of selecting the particular tests to be used . . .
[and which provided] a method for combining the
several achievement scores into a single measure. ”
Many testmakers included detailed instructions and
scoring procedures for using achievement and intel-
ligence tests in conjunction with each other, in order
to gauge”. . . how well a school pupil is capitalizing
his mental ability.”89

The proponents of testing were extraordinarily
successful: ‘‘. . . one of the truly remarkable aspects
of the early history of IQ testing was the rapidity of
its adoption in American schools nationwide.”90

Another aspect was that researchers obtained their
data not from a controlled laboratory or limited trial
programs, but from real schools in which millions of
students were taking the tests. This period of testing,
then, involved a complicated two-way interaction
between the research community and the public,
with the mass testing of children-and the use of test
results to support important administrative decisions--
occurring even as research on the validity and
usefulness of tests continued to develop.

It is not surprising that testing engendered public
controversy, given that its most visible manifesta-
tion in those days was in selection. Had the tests
been used to diagnose learning disorders among
children and to create appropriate interventions, they
would have likely enjoyed more public support. But
the tests were mostly used as they had been during
the war, namely to classify (i.e., label and rank)
individuals, and to assign them to positions accord-
ingly. A U.S. Bureau of Education Survey con-
ducted in 1925 showed that intelligence and achieve-
ment tests were increasingly used to classify stu-
dents. 91 Group-administered intelligence tests were
most likely to be used for classification of pupils into
homogeneous groups, and educational achievement
tests were most likely to be used to supplement

teachers’ estimates of pupils’ ability. Related survey
data showed that 90 percent of elementary schools
and 65 percent of high schools in large cities
grouped students by ability, and that the use of
intelligence tests as the basis for classification was
widespread.

By the fall of 1920 the World Book had published
nearly half a million tests, and by 1930 Terman's
intelligence and achievement tests (the latter pub-
lished as the Stanford Achievement Test) had
combined sales of some 2 million copies per year. If
test production and sales are any indicator of social
preferences, the data suggest a marked preference
for achievement measures over tests of innate
intelligence. Between 1900 and 1932, there were
some 1,300 achievement tests on the market, as
compared to about 400 tests of “mental capaci-
ties. ’ ’92 High school tests, vocational tests, assess-
ments of athletic ability, and a variety of miscellane-
ous tests had been developed to supplement the
intelligence tests, and statewide testing programs
were becoming more common.93

The lowa Program

In 1929, the University of Iowa initiated the first
major statewide testing program for high school
students. Directed by E.F. Lindquist, the Iowa
program had several remarkable features: every
school in the State could participate on a voluntary
basis; every pupil in participating schools was tested
in key subjects; new editions of the achievement
tests were published annually; and procedures for
administering and scoring tests were highly struc-
tured. Results were used to evaluate both students
and schools, and schools with the highest composite
achievement received awards. In addition, Lindquist
was among the first to extend the range of student
abilities tested. The Iowa Tests of Basic Skills and
the Iowa Test of Educational Development became
tools for diagnosis and guidance in grades three to
eight and in high school, respectively. The Iowa
program was also a significant demonstration of the
feasibility of wide-scale testing at a reasonable cost.

89 Momw,  op. cit., fOOtnOte  ‘W P. ~.

Wass,  op. cit., footnote 25, p. 445.
91w.s.  D&enbaug~ B-u of ~ucation, U.S. Dep~ent of the bterior, “Uses of Intelligence Tests in 215 Cities,” City School Jat_let No. 20,
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%hapmm op. cit., footnote 29, (citing data from Hildreth),  p. 149.
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E.F. Lindquist (1901-1978), at left, one of the fathers of
standardized achievement testing, directed the Iowa
testing programs. In 1952, E.F. Lindquist developed the
basic circuitry design for the first electronic scoring
machine, as shown below.
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By the late 1930s, Iowa tests were being made
available to schools outside the State.94

Under Lindquist, the Iowa program had a remark-
able influence on swinging the pendulum of educa-
tional testing back in the direction of diagnosis and
monitoring, and away from classification and selec-
tion. Indeed, the distinction between intelligence
and standardized achievement tests, in their design
and content as well as their scores, was always fuzzy.
In any event, the use of intelligence tests encoun-
tered substantially heavier criticism than the use of
achievement tests—if not on the grounds of their
relative design strengths and weaknesses, then on
the extent to which they became the basis for
classifying and labeling children early in their lives.

Multiple Choice: Dawn of an Era

The achievement tests that gained popularity
during the 1920s looked very different from the
pre-World War I educational tests. Achievement
tests were designed largely with the purpose of
sorting and ranking students on various scales. This
model of test design has dominated achievement
testing ever since.

One of the most significant developments was the
invention of the multiple-choice question and its
variants. The Army tests marked the first significant
use of the multiple-choice format, which was
developed by Arthur S. Otis, a member of the Army
testing team who later became test editor for World
Book. In the view of the Army test developers, the
multiple-choice format provided:

. . . a way to transform the testees’ answers from
highly variable, often idiosyncratic, and always
time-consuming oral or written responses into easily
marked choices among fixed alternatives, quickly
scorable by clerical workers with the aid of superim-
posed stencils.95

The multiple-choice item and its variant, the true-
false question, were quickly adapted to student tests
and disseminated for classroom use, marking an-
other revolution in testing. Lindquist and coworkers

at the Iowa program later invented mechanical and
later electromechanical scoring machines that would
make possible the streamlined achievement testing
of millions of students.%

Not surprisingly, the rapid spread of multiple-
choice tests kindled debate about their drawbacks.
Critics accused them of encouraging memorization
and guessing, of representing “reactionary ideals”
of instruction, but to no avail. Efficiency and
‘‘objectivity’ won out; by 1930 multiple-choice
tests were firmly entrenched in the schools.

Critical Questions

In the late 19th and early 20th centuries, the
potential for science to liberate the schools from
their shackles of inefficiency was almost universally
accepted. As suggested earlier, this fact helps
explain the apparently ironic marriage of testing and
progressivism.

But if the spirit of progressivism catapulted
scientific-style testing, it was that same progressiv-
ism that ultimately reined it in. In a nutshell, the
intelligence testers went too far. When Brigham
used the Army data to argue that Blacks were
naturally inferior; when Robert Yerkes wrote that
one-half of the white recruits were morons; when H.
H. Goddard suggested that the intellectually slov-
enly masses were about to take over the affairs of
state; or when a popular writer named Albert
Wiggam " . . declared that efforts to improve stand-
ards of living and education are folly because they
allow weak elements in the genetic pool to survive,
[and] that ‘men are born equal’ is a great ‘sentimen-
tal nebulosity’ . . ";97 it became clear to progres-
sives like John Dewey that testing had run amok.

Thus, in the days immediately following the first
World War, the “heyday of intelligence testing”
was confronted by a kind of field day of antitesting
muckraking. And the muckrakers were progressives:
most notably, Walter Lippman, whose 10 articles in
the New Republic attempted to remind readers that
" . . . the Army Alpha had been designed as an

~Juti J. Petersoq (Iowa City, IA: University of Iowa Press, 1983),  pp. 1-6.
95Fr~ swel~om c ‘was~ly  Men~ ES* (a) ~Cist  ~pir~, @) objective  sci~~,  (c) A ‘&hIoIogy for Democracy, (d) The Origi.U  of Multiple
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instrument to aid classification, not to measure
intelligence. ’98 It was almost as though Lippman,
an early supporter of tests to aid in the efficient
management of schools, suddenly recognized that
the very same tests could be put to different ends.
“Intelligence testing,” Lippman warned, “could
. . . lead to an intellectual caste system in which the
task of education had given way to the doctrine of
predestination and infant damnation.”99

College Admissions Standards:
Pressure Mounts

The admissions procedures established by the
College Board had some clearly beneficial effects on
education. They succeeded in enforcing some de-
gree of uniformity in the college admissions process,
helped raised the level of secondary school instruc-
tion, engendered serious discussion about the appro-
priate curriculum for college-bound youth, and built
solid, cooperative relationships among higher edu-
cation institutions throughout the country.l00

Nevertheless, several influential colleges contin-
ued to express concern that most secondary schools
did not take the mission of college preparation
seriously and did not organize their curricula within
the College Board’s guidelines. Moreover, despite
the board’s energetic efforts at standardization, a
large portion of the Nation’s colleges continued to
rely to some extent on their own examinations. lO1

In addition, college leaders were coming to a more
sophisticated recognition of the limitations of achieve-
ment-type tests, including the College Board tests, in
helping admissions officers discriminate  b e t w e e n
students who had stockpiled memorized knowledge
and students with more general intellectual ability.
Harvard was particularly sensitive to the apparently
high number of applicants who, “. . . as a result of
constant and systematic cramming for examinations
. . . manage to gain admission without having
developed any considerable degree of intellectual

power."102 Partly in response to this problem
Harvard developed a plan that in a fundamental way
presaged the eventual swing from curriculum-
centered achievement tests toward more generalized
tests of intellectual ability: the plan called for a shift
from separate subject examinations  t o  " c o m p r e h e n -
sive” examinations designed to measure the ability
to synthesize and creatively interpret factual knowl-
edge.

At Columbia University, as well, the pressure was
on to do something about the admissions process.
The arrival of increasing numbers of immigrants,
many of them Eastern European Jews living in New
York City, fueled the xenophobia. Columbia’s
President, Nicholas Butler, for example, found the
quality of the incoming students (in 1917) “. . . de-
pressing in the extreme . . . largely made up of
foreign born and children of those but recently
arrived. . . ." 103 To counteract this trend, Butler
adopted the Thorndike Tests for Mental Alertness,
hoping that “. . . would limit the number of Jewish
students without a formal policy of restriction."104 

In 1916, the College Board began developing
comprehensive examinations in six subjects. These
examinations included performance types of assess-
ment such as essay questions, sight translation of
foreign languages, and written compositions. While
the comprehensive examinations enabled colleges to
widen the range of applicants, university leaders
continued to watch with interest the development
and growing acceptance of intelligence tests.

Responding to the demand for standardization
and for tests that could sort out applicants qualified
for college-level work from those less qualified, the
College Board developed the Scholastic Aptitude
Test (SAT). The test was administered for the first
time in 1926; one-third of the candidates who sat for
College Board examinations took the new test, and
the SAT was off to a promising start.105
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In addition to reinforcing the growing popularity
of multiple-choice items, the SAT made several
other contributions to the testing enterprise. First,
the College Board took pains to try to prevent
misinterpretation of SAT results. The board’s man-
ual for admissions officers cautioned that the new
tests could not predict the subsequent performance
of students with certainty and further warned of the
pitfalls of placing too much emphasis on scores.
Second, the board also adopted procedures from the
outset to ensure confidentiality of test scores and
examination content.l06 Third, the unique scoring
scale, from 200 to 800, with 500 representing the
average, indicated where students stood relative to
others, a concept that helped lay the underpinnings
for the eventual dominance of norm-referenced
testing.

Given the central role of colleges and universities
in American life generally and their specific influ-
ence on secondary education standards, it is perhaps
not surprising that examinations designed for selec-
tion soon became the basis for rather general
judgments about individuals’ ability and achieve-
ment, or that in later years, the SAT would become
the basis even for inter-State comparisons of school
systems. Clearly the SAT was not designed or
validated for either of those purposes, l07 as its
designers have attempted to clarify time and again;
the fact that it was appropriated to those ends,
therefore, stands out as a warning of how tests can be
misused.

Testing and Survey Research

Along with the increased use of standardized tests
for tracking in the elementary and secondary grades
and for college admissions, the period between the
wars also saw the first uses of standardized tests in

large-scale school surveys. These studies, which
paved the way for the kinds of program evaluations
that would become so important in education policy
analysis in the 1960s, had several aims. Researchers,
journalists, and charitable foundations seized on
surveys as a way of calling attention to inequities
and shortcomings in public education. Understand-
ably, these studies met resistance from school
superintendents, who resented being called on the
carpet by outsiders. But as the old guard of
superintendents were gradually replaced by people
more familiar with the role of quantitative analysis
in educational reform, and as superintendents came
to see the benefits of an outside inventory of school
needs, particularly in terms of increased public
support for more funding, attitudes softened.l08

The links between achievement test scores and
later college performance were further challenged
by Ralph Tyler’s analysis of data generated in the
“Eight-Year Study” (1932 to 1940).l09 In looking
for evidence of a link between formal college-
preparatory work in high school and eventual
college performance, Tyler reached several impor-
tant conclusions. First, his research revealed that
certain basic tenets of the progressive movement,
e.g., deemphasizing rigid college entrance require-
ments in the high school curriculum, did not produce
graduates who were less well prepared for college
work than those in traditional classrooms. Second,
Tyler’s research “. . . confirmed the importance of
following student progress on a continuous basis,
recording data from standardized tests as well as
other kinds of achievement. ’’l10 Third, it set an
important precedent for the use of achievement
scores as a control variable in large-scale survey-
based studies. Finally, the study demonstrated the

lwIbid.,  pp. 31-37.
107~e  s~h~l~ti~ Ap(itu& ~st is ~tend~ ~ a sowu  of additio~ ~o~tio~  ova  ~d above  high  school gradm,  to predict freshman grade @Ilt

average. While its predictive validity has been documented, even that rather modest mission-as compared with overall judgments of individual ability
or State education syste~ is controvtxsial.  See, for example, Crouse and Trusheirq  op. cit., foomote 104.

log~ack  md mso~ op. cit., foomote  9, p. 163.
l-e s~dy ~volv~ ~ ~oup of 30 pubfic  ~ @V~e seco- schoo~, which had ~n tivi~ to revise  SUbstan@y  their course OffCX@S  iiIld

provide a more flexible 1 earning environment for students intending to go to college. Cooperating with these 30 schools were some 300 colleges and
universities that had agreed to waive their formal admissions requirements. Tyler examined the effects of high schoolwork on college performan ceamong
1,475 pairs of student=ach consisting of a graduate of one of the 30 schools and a graduate of another school not in the study, matched as closely
as possible on race, sex, age, aptitude test scores, and background variables.

ll~e~c~  op. cit., foomote  3, page 186.
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potential power of educational research as an agent
of change.lll

Another development in the years between the
wars was high-speed computing, first applied to
testing in 1935. Although there was by then little
argument with the idea of standardized testing, the
cost-effectiveness of using electronic data process-
ing equipment to process massive numbers of tests
was icing on the cake. One report showed that the
cost of administering the Strong Inventory of
Vocational Interests dropped from $5 per test to $.50
per test as a result of the computer.112

Testing and World War II

Once again, new research ground was broken on
the eve of world war. But unlike the experience with
the Army Alpha program in World War I, the testing
that took place during the second World War did not
substantially affect educational testing; nor did it
engender much public controversy. For one thing,
testing was already so well ensconced in the public
mind-several million standardized tests were ad-
ministered annually by the outbreak of the war-that
the testing of 10 million Army recruits hardly
seemed out of the ordinary. Second, the Army
testing program did not focus on innate ability and
the hereditarian issue. And third, it did not seem to

rest on assumptions of a unitary dimension of
intelligence. Rather, it seems that the theoretical and
empirical studies initiated by Thurstone, Lindquist,
and others had succeeded in persuading the Army
psychologists to consider alternative models with
which to estimate soldiers’ abilities and future
performance.

“Multiple assessment,” which examined distinct
mental abilities, such as verbal comprehension,

word fluency, number facility, spatial visualization,
associative memory, perceptual speed, and reason-
ing, was one of two significant technological devel-
opments in testing during this period.113 Another
was the transfer of testing technology from the
schools to the military. For example, elements of the
Iowa Tests of Basic Skills and the Iowa Test of
Educational Development were borrowed by the
Army for their World War II testing program,
establishing the credibility of tests based on notions
of multiple dimensions of ability.

Equality, Fairness, and Technological
Competitiveness: 1945 to 1969

Overview

Much of the controversy over student testing
during the post-World War II period revolved
around its uses in classification and selection.
Although there had always been some dissent,
controversy over student testing had entered a
relatively quiet phase in the late 1920s, allowing the
psychometric community to refine its craft and the
educational community to create “. . . the most
tested generation of youngsters in history. ’ ’114 But
astute listeners in the early post-war years could
detect faint rumblings of conflict; by the end of the
1960s testing would once again be in the eye of
storm over educational and social policy.

Three sets of forces came to bear on the schools
in general and on testing policy in particular during
the 1950s and 1960s: demographic change, due
largely to new immigration, which once again
challenged the American ideal of progressive educa-
tion; technological change, brought into sharp relief
by the launching of Sputnik, which ignited nation-

11 lco~en~g  on the Eight-year  Study, he Cronbach  and Ptick SUPPM  Wote:
Although the study was carriexiout  as planned, one cannot escape the impression that the central question was of minor interest to the investigators
and the educational community. The main contribution of the study was to encourage the experimental schools to explore new teaching and
counseling procedures.

Lee Cronbach and Patrick Suppes  (eds.), York NY: MacMillan Publishing
Co., 1%9), pp. 66-67. George Madaus  (personal communication, 1991) notes that the Eight-Year Study was a turning point in the design of tests: it
supported ~ler’s  argument that direct measures of performancee needed to precede the design of indirect measures. See also G. Madaus  and D.
Stufflebeam  (eds.),  Classical  (Bostom MA: IUuwer,  1989).

112Re~c~  op. ~it.,  fmmote  s, p. 190. For more discussion of the  twbology  of testing sw ch. 8.

113T0  this  day, the debate be~een  the  ~~ ~d m~ti~emio~  fitelligen~  theofists  rmts in stiemate,  krgely  bWaUSe  each (XIlp WS differeUt

mathematical models to analyze test scores. As Howard Gardner has neatly pointed out: “Given the same set of da@ it is possible, using one set of
factor-analytic procedures, to come up with a picture that supports the idea of a ‘g’ factor; using another equally vatid method of statistical analysis it
is possible to support the notion of a family of relatively discrete mental abilities. ’ Howard Gardner, 2nd ed. (New Yorlq NY: Basic
Books, 1985), p. 17, and ch. 6 of thiS report.

114cre@  op. Cit,,  fm~ote  z, p. 192. D~el  ~d ~~en  RMfick  would later embellish this theme, arguing that ‘ ‘ArUeriC~ Chikhen  w~e  the  most

tested in the world-and the least e xamined.” See Daniel P. Resnick and Lauren ResniclL  “Standards, Curriculum and Perfomum ce: A Historical
Perspective,” vol. 14, No. 4, April 1985, p. 17.



128 . Testing in American Schools: Asking the Right Questions

Photo credit: Marjory Collins

Testing of children has often involved oral as well as written
work. These first grade pupils at the Lincoln School of
Teachers’ College, Columbia University, are recording

their voices for diction correction, circa 1942.

wide interest in science and mathematics education
as well as higher standards of schooling overall; and
the awakening of the public conscience to the
problems of racial inequality in the Nation’s public
schools, which led to wholly new approaches to
school governance, financing, and participation.

Access Expands

Enrollment in public elementary and secondary
schools jumped from 25 million in 1949-50 to 46
million in 1969-70, or from 17 percent of the total

population to over 22 percent. The number of high
school graduates went from just over 1 million in
1950 to 2.6 million in 1970. The trend was even
more impressive in the postsecondary sector: total
enrollments in institutions of higher education went
from 2.6 million in 1949-50 to 8 million in 1969-70.
While part of the enrollment growth is explained by
the size of the “baby boom” cohort, the increase in
the proportion of the population enrolled in school
signifies progress toward the goal of universal
access.

The timing of this upsurge in participation sug-
gests that through decades of increased reliance on
standardized tests, the progressive spirit in Ameri-
can education had not only survived, but had
actually flourished. Several points need to made in
this regard. First, recall that student classification
had been viewed by the early progressives as a
means to render schooling more efficient: it was
when tests became designed and used to classify
students on the basis of innate ability-and to
allocate educational resources accordingly-that
some of the Progressives began to protest. Although
the proponents of testing could argue that their
approach was intended to ensure continued high
standards of school quality, the resulting sorting and
tracking of children was anathema to many leaders
of the Progressive movement (Dewey, in particu-
lar).115

Second, both sides claimed to have the welfare of
children and the Nation at heart. It was commonly
agreed that schooling needed to improve; the dispute
arose over the choice of strategy. One side favored
increased access to education by all students, and
tolerated or supported testing as a way to manage
massive public education more efficiently. The
implicit assumption was an egalitarian one: all
children could learn. The other side also favored
testing; but the underlying assumption was that
some children were innately more capable of learn-
ing than others, and that classification would keep
standards high for the more able students while

l15@  & ~cep~bili~  of te5@  ~ the fiogressivemovemen~  w ~SO cmn~h  op. cit., footnote @ p. 8. while Cronbachconcedes tklt the ttMtXS

themselves may have gone too far in their reliance on the new seienceof rneasuremen4  he seems to place more of the blame for controversy on the popular
press: “Virtually everyone favored testing in schools; the controversies arose because of incautious interpretations made by the testers@ even more,
by popular writers.”
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sparing the slower ones the embarrassment of
failure. l16

The Test of General Educational Development
(GED) played an interesting role in expanding
educational access. The GED was formulated by the
U.S. Armed Forces Institute, in cooperation with the
American Council on Education, to address the
problems of returning service personnel who had
been inducted before graduating from high school.
Patterned after the Iowa Test of Educational Devel-
opment and constructed with substantial input from
Lindquist, the GED was intended to enable out-of-
school youth and adults to demonstrate knowledge
for which they would receive academic credit and in
some cases a high school equivalency diploma.117

Thus, the postwar enrollment boom and the
development of the GED could be viewed as a
victory for universal access. But the analysis would
be remiss without repeating the obvious: these
developments took place in an education culture
fully infused with standardized tests. Indeed, it
would be possible to argue-as some did-that tests
opened gates of opportunity, that access to school
was enhanced, not encumbered, by objective tests.l18

In later years this theme would be echoed by some
minority leaders, who argued that standardized tests
allowed children the opportunity to demonstrate
their ability more effectively—and more fairly—
than they had been able to in the highly subjective

environments of their impoverished classrooms.119

This curious nature of testing-it could be assigned
responsibility for enhancing or for confining oppor-
tunities for advancement-sheds light on its power-
fully symbolic role in American society generally
and in education specifically.

Developments in Technology

American enchantment with technology during
the 1950s produced several strides in the field of
testing. Most noteworthy was the automatic scoring
machine, a form of optical scanner invented by the
Iowa Testing Program. The machine enabled tests to
be processed in large volume and at a reasonable
cost.120 During the next 12 years, the Iowa program,
through its engineering spinoff, the Measurement
Research Center, perfected several generations of
scanners, each smaller but more powerful than the
last.121

With this equipment, national testing programs
became feasible. Although the optical scanning
equipment did not in itself drive up demand for
testing, it gave an efficiency edge to tests that could
be scored by machine and enabled school systems to
implement testing programs on a scale that had
previously been unthinkable. An enormous jump in
testing ensued. One estimate of the number of
commercially published tests administered in 1961

116~e  temion ~~=n  acc~s  ~d  s~~ds  ~ &n a longs~ding  motif  in ~ucation  policy debatti.  Lawrence Cremin  illustrates it el~uently  k
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For Conant  . . . the mixing of youngstem  horn different social backgrounds with different vocational goals in comprehensive high schools is
impmlant  to the continued cohesiveness and classlessness  of American society, important enough to maintain in the face of the difilculty  of
providing a worthy education to the academically talented in the context of that mixing. Hence, the central problem for American education is
how to preserve the quality of the education of the academically talented in comprehensive high schools.
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was 100 million122--just under 3 tests per year, on
average, for each student enrolled in grades K- 12.123

In 1958, Iowa also introduced computerization to
the scoring of tests and production of reports to
schools. This early and rather primitive application
of computers to the field of testing helped propel two
decades of research and development that culmi-
nated in highly sophisticated programs of computer-
based testing.

But technology played an important role not just
in the design and implementation of tests, but as a
catalyst to renewed interest in the use of testing to
improve education. By the mid-1950s, a major
expansion in educational opportunities was taking
place amid a continued reliance on standardized
tests to diagnose and classify students and monitor
school quality. The impetus for this expansion came
in large part from America’s rude awakening to
global technological advance: the Soviet launching
of Sputnik (Oct. 4, 1957) spurred many Americans
to question whether the battlefield victories in World
War II were sufficient for America to win the peace
that followed. As in prior periods of perceived
external challenge, the policy response centered on
education, and as in prior periods, the education
reforms involved increased testing. The general idea
behind the National Defense Education Act of 1958
was to provide Federal funds for upgrading mathe-
matics and science education in particular.

One means for accomplishing this goal was the
allocation of Federal dollars to support the develop-
ment and maintenance of:

. . . a program for testing aptitudes and abilities of
students in public secondary schools, and . . . to
identify students with outstanding aptitudes and
abilities . . . to provide such information about the
aptitudes and abilities of secondary school students
as may be needed by secondary school guidance
personnel in carrying out their duties; and to provide
information to other educational institutions relative
to the educational potential of students seeking
admissions to such institutions. . . 124

Race and Educational Opportunity

The birth of the modem civil rights movement
was a watershed in American history and marked a
turning point in the history of schooling. It also
altered the course of testing policy and raised new
debates about the design and use of various tests in
school and the workplace.

In 1954, the Brown v. Board of Education
Supreme Court decision ruled out racial segregation
in schools, thereby establishing the legal prescrip-
tion for completing the mission of the public school
movement. It had taken about 100 years to address
this glaring anomaly in a school system predicated
on the ideal of universal access. Brown had no
immediate and direct consequences for testing, but
it set in motion social and ideological forces that
would, in years to come, bring student testing into
new arenas of controversy and, for the first time, into
the courts.

In a second significant court case, Hobson v.
Hansen (1967), filed on behalf of a group of Black
students in Washington, DC, the policy of using tests
to assign students to tracks was challenged on the
grounds that it was racially biased. The judge
concurred; although the test was given to all
students, the court found that because the test was
standardized to a white, middle class group, it was
inappropriate to use for tracking decisions.125

The explicit rejection of the notion of “separate
but equal’ in Brown set the tone for challenges such
as Hobson, which found that tests used for classifica-
tion could result in the kinds of racially segregated
classrooms (or schools) explicitly outlawed by
Brown. A new branch of applied statistics emerged,
concerned with the analysis of group differences in
test  scores in order  to determine  the potential
‘‘adverse impact’ of test use in certain kinds of
decisions.

12ZDavid  Go5~ The Surch@r  Russell sage, 1%3).
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Controversies emerged over the effects of tests in
correcting or exacerbating racial inequality.126 Two
other points need to be made about this period. First,
the civil rights movement led to the development of
a wide range of social programs, which in turn
created new demands for accountability measures to
ensure that Federal money was being well spent. A
century after accountability became a purpose of
student testing at the State and local level, the model
was being applied on a grand scale to national issues.
The 1965 Elementary and Secondary Education Act
in particular opened the way for new and increased
uses of norm-referenced tests to evaluate programs.

Second, controversy over the quite obvious in-
creased reliance on testing for selection and monitor-
ing decisions did not abate; on the contrary, even the
notion of using certain kinds of ability tests to
classify children into categories such as ‘‘educably
mentally retarded,’ for the purpose of giving them
special educational treatment, came under strident
criticism by parents and leaders who viewed the
classification as potentially harmful to their chil-
dren’s long-term opportunities.

Recapitulation
Testing of students in the United States is now 150

years old. From its earliest incarnation coinciding
with the birth of mass popular schooling, testing has
played a pivotal role in the American experiment
with democratic education. That experiment has
been unique in many ways. Not only did it begin
well before most other industrialized countries
expanded schooling to the masses, but it was carried
out in a uniquely American, decentralized system:
today 40 million children attend schools scattered
across some 15,000 local school districts. If there
have been taboos in American education, they have
concerned national curriculum, national standards,
and national testing.127

Yet for all its diversity, the American system also
shows some remarkable uniformity and stability.

Beneath the surface of institutional independence
lies a strong unifying force, a tacit agreement that a
principal objective of schooling is community: “E
pluribus unum” does not stop at the schoolhouse
door. But neither does it come with a handy recipe
to make it work. Indeed, the apparently endless
struggle over the structure, content, and quality of
American education—and of educational tests—
stems in part from the tension between the judg-
ments of teachers, parents, and students on the one
hand, and the quest for community, State, or even
national standards, on the other.

Teachers in their classrooms have always used all
kinds of tests-everything from spot quizzes to
group projects—as part of the continuous process of
assessment of individual student learning. At the
same time, as this chapter has shown, standardized
examinations have been used at least since the
mid- 19th century to keep district and State education
authorities, and the legislatures that fund them,
informed about the general quality of schools and
schooling. From their inception, these tests have
been used to inform institutional decisions about
student placement and resource allocation, and they
have been seen as a way to influence teaching and
learning standards.

Today the United States stands again at the
crossroads of major transition in student testing. The
i s s u e s  framing today’s public policy debate--
perceived decline in academic standards, shifts in
the demographic composition of the student popula-
tion, heightened awareness of global technological
competition, and lingering inequality in the alloca-
tion of educational and economic opportunities—
have been evolving for two centuries. Lessons from
the history of educational testing provide important
background to the development of testing policies
for the future.

126~e  ~O~t  vehement debate  ~M  sp~ked by tie  1969 publication of ~ ~icle  by Arf.hur  Jensen questioning whether school hltelTentiOn Pl_O~amS
(such as Head Start) could affect IQ, which was largely determined by heredity. See Arthur Jensa ‘‘How Much Can We Boost IQ and Achievement?’

vol. 39, winter 1969. For review of this controversy see, e.g., CronbacL  op. cit., footnote 40; Mark Snyderman and Stanley
Rothman, B runswick, NJ: Transaction Books, 1988); and Fancher,  op. cit., footnote 43.
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CHAPTER 5

How Other Countries Test1
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●

●

There are fundamental differences in the history, purposes, and organization of schooling between the
United States and other industrialized nations. Comparisons between testing in the United States and
in other countries should be made prudently.
The primary purpose of testing in Europe and Asia is to control the flow of young people into a limited
number of places on the educational pyramid. Although many countries have recently implemented
reforms designed to make schooling available to greater proportions of their populations, testing has
remained a powerful gateway to future opportunity.
No country that OTA studied has a single, centrally administered test used for the multiple functions
of testing.
Standardized national examinations before age 16 have all but disappeared from Europe and Asia. The
United States is unique in its extensive use of examinations  f o r  y o u n g  c h i l d r e n .
Only Japan uses multiple-choice tests as extensively as the United States. In most European countries,
students are required to write essays ‘‘on demand. ”
Standardized tests in other countries are much more closely tied to school syllabi and curricula than
in the United States.
Commercial test publishers play a much more influential role in the United States than in any other
country. In Europe and Asia, tests are usually established, administered, and scored by ministries of
education.
Testing policies in almost every industrialized country are in flux. The form, content, and style of
examinations vary widely across nations, and have changed in recent years.
Teachers have considerably greater responsibility for development, administration, and scoring of tests
in Europe and Asia than in the United States.

International comparisons of student test scores
have become central to the debate over reform of
American education. Reports suggesting that Amer-
ican students rank relatively low compared to their
European and Asian peers, especially in mathemat-
ics and science, have coincided with growing fears
of permanent erosion in America’s economic com-
petitiveness, and have become powerful weapons in
the hands of school reformers of nearly every
ideological stripe.

A recent addition to this arsenal of comparative
education politics is the examination system itself:
many education policy analysts in the United States
who envy the academic performance of students in
Europe and Asia also envy the structure, content, and

administration of the examinations  t h o s e  c h i l d r e n
take. In the current debate over U.S. testing reform
options, it is common to hear rhetoric about the
advantages of national examinations  in  other  indus-
trialized countries; some commentators have gone
so far as to suggest that tougher examinations  i n  t h e
United States, modeled after those in other coun-
tries, could motivate greater diligence among stu-
dents and teachers and alter our slipping global
competitiveness. 2

But these arguments are based on an exaggerated
sense of the role of schools in explaining broad
economic conditions, and on misplaced optimism
about the effects of more difficult tests on improving

IMate-i~  fi ~~ ~~Pter  &aw~  ~xtemively  on me (JTA contractor  re~rt  by George F. ~&u$ BOSIOn college, and Thomas Kellag~  St. patricks

College, Dubliq  “Examination  Systems in the European Community: Implications for a National Examination System in the United States, ’ April
1991.

Zsee,  e.g., Robert s~uelson, “The School Reform Fraud,”  June 19, 1991, p. A19.
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education. 3 The rhetoric that advocates national
testing using the European model tends to neglect
differences in the history and cultures of European
and Asian countries, the complexities of their
respective testing systems, and the fact that their
education and testing policies have changed signifi-
cantly in recent years.

Explaining international differences in test scores
is a delicate business.4 Similarly, drawing inferences
from other countries’ testing policies requires atten-
tion to the educational and social environments in
which those tests operate. As a backdrop to the
analysis in this chapter, it is important to keep in
mind some basic issues affecting the usefulness of
international comparisons of examination practices.

Testing policies are in transition in most
industrialized countries, where the pressures of
a changing global economy have a ripple effect
on public perceptions of the adequacy of
schooling.
Parents in Europe and Asia, like their counter-
parts in the United States, tend to praise their
own children’s schools while decrying the
decline in standards and quality overall.5

There is considerable variation in the structures
and conduct of school systems within Europe
and Asia. For example, there is probably as
much difference in the degree of centralization
of curriculum between Germany and France as
there is between France and the United States.
These differences are reflected in testing poli-
cies that vary from country to country in
important ways. In Australia, Germany, Can-
ada, or Switzerland, for example, provincial (or

●

●

�

State) governments have considerably more
autonomy in the design and administration of
tests than in France, Italy, Sweden, or Israel.
Test format differs too: Japan relies heavily on
multiple choice and Germany still uses oral
examinations, while in most other countries the
dominant form is “essay on demand.”

The functions of testing have different histori-
cal roots in Europe and Asia than in the United
States. Steeped in the traditions of Thomas
Jefferson, Horace Mann, and John Dewey, the
American school system has been viewed as the
public thoroughfare on which all children
journey toward productive adulthood. Univer-
sal access came relatively later in Europe and
Asia, where opportunities for schooling have
traditionally been rationed more selectively
and where the benefits of schooling have been
bestowed on a smaller proportion of the popula-
tion. Although recent reforms in many Euro-
pean countries have opened doors to greater
proportions of children, the role of tests has
remained principally one of ‘‘gatekeeper”-
especially at the transition from high school to
postsecondary.6 In this country higher educa-
tion is available to a greater proportion of
college-age children than in any other industri-
alized country.

There is considerable variation among Euro-
pean and Asian countries with respect to both
the age at which key decisions are made and the
permanence of those decisions. For example,
second chances are more likely in the United
States and Sweden than inmost other countries,
which do not provide many options for students

qsee, e.g., Clark Kerr, “Is Education Really All That Guilty?” vol. 10, No. 3, Feb. 27, 1991, p. 30; Lawrence Cre~
 Yorlq  NY: Harper and Row, 1990); and Richard Murnane, 4 ‘Education and the Productivity of the Work Force:

Looking Ahead,”  Robert E. Litq Robert Z. Lawrence, and Charles L. Schultze  (eds.) (Washington, DC: Bmokings
hlStitUtiO~  1988), pp.  215-246.

4SW  ~5  Rot~g,  “I Never Promised You Ftit  Plwes ‘‘  vol. 72, No. 4, December 1990; and the rejoinder by Norman Bradb~
Edward Haerte~ John Schwille, and Judith lbrney-w  vol. 10, June 1991, pp. 774-777. For discussion of how American
postsecondary  education ought to be factored into international comparisons, see Michael K@ “The Need to Broaden Our Perspectives Concerning
America’s Educational Attainme nt,”  vol. 73, No. 2, October 1991, pp. 118-120.

5J~es  ~~g, ~tor of JA* and  ~wssment  Policy Divisio~  New Zealand Ministry of EducatioI&  Persomd  COmfnUn.iCatiO@  February 1990.
For the United States, the latest Gallup poll shows ratings of public schools have remained basically stable since 1984. The most striking aspects are
the higher rafings the public in general give their local schools (42 percent rate them an “A’ or “B”) compared to the grades they give the Nation’s
schools overall (only 21 percent rate them an ‘A’ or “B”). Most signiflcanti however, is the enormous cotildenceparents  of children currently in school
give to the schools their own children attend (73 percent rate these schools an “A’ or ‘B”). It is suggested that the more fmthand  Imowledge  one has
about the public schools, the more favorable one’s perception of them. Stanley M. Elarn,  Lowell C. Rose, and Alic M. Gallup, ‘The 23rd hmwd Gallup
Poll of the Public’s Attitudes ‘Ibward the Public Schools,”  vol. 1, September 1991, p.

 J. Nom  “Fo~s ~ ~ctions  of Swon&wy-School bViIlg  E~ tions,’
vol. 33, No. 3, August 1989, p. 303. It is important to note that Japanese children enjoy considerably greater access to schooling than is commonly
believed. For a summary of myths and data regarding Japanese educatioq see William Cummings, ‘‘The American Perception of Japanese Educatioq”

vol. 25, No. 3, September 1989, pp. 293-302.
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who bloom late or have not done well on tests.
In Japan, children are put on a track early on:
the right junior high school leads to the right
high school, which leads to the right university,
which is the prerequisite for the best jobs.
Japanese employment reflects the rigidity that
begins with schooling: job mobility is neglible,
‘‘career-switching a totally alien concept.
Employment opportunities for French, Ger-
man, and British students are significantly
affected, albeit in varying degrees, by perform-
ance on examinations.

The purpose of this chapter is to consider lessons
for U.S. testing policy that can be drawn from the
experiences of selected European and Asian coun-
tries. The frost section provides an overview of
education and testing systems in the European
Community (EC) and other selected countries. The
second considers lessons for U.S. testing policy. The
last section contains ‘‘snapshots’ of examination
systems in selected countries.

Teaching and Testing in the EC and
Other Selected Countries7

Origins and Purpose of Examinations

The university has always played a central role in
examination systems in most European countries.8

In France, for example, the Baccalaureat (or Bac)
was established by Napoleon in 1808 and has been
traced to the 13th century determinance, an oral
examination required for admission to the Sorbonne.
The Bac was the passport to university entrance in
France until recently, when additional admissions
requirements were developed by the more prestig-
ious schools.

Universities also played an important role in the
establishment of examinations in Britain. London
created a matriculation examination in 1838, which
in 1842 became the earliest formal written school
examination. 9 The system established at the Society

of Arts, taken as an exemplar by other systems, was
modeled on the written and oral examinations used
at the University of Dublin. Oxford and Cambridge
established systems of ‘locals,’ examinations graded
by university “boards” to assess local school
quality. In 1858, they began to use these examina-
tions for individual students and, in 1877, to select
them for university entrance. Other universities
(Dublin and Durham) followed the same path and
established procedures for examining local school
pupils. The system of university control of examina-
tions continued throughout the second half of the
19th century.

During the 18th and 19th centuries European
countries also began to develop examinations for
selection into the professional civil service. The
purposes of the examinations were to raise the
competency levels of public functionaries, lower the
costs of recruitment and turnover, and control
patronage and nepotism. Prussia began using exami-
nations for filling all government administrative
posts starting as early as 1748, and competition for
university entrance as a means to prepare for these
examinations followed. The British introduced com-
petitive examinations for all civil service appoint-
ments in 1872.

Public examination systems in Europe, therefore,
developed primarily for selection, and when mass
secondary schooling expanded following World
War II, entrance examinations became the principal
selection tool setting students on their educational
trajectories. In general, testing in Europe controlled
the flow of young people into the varying kinds of
schools that followed compulsory primary school-
ing. Students who did well moved on to the
academic track, where study of classical subjects led
to a university education; others were channeled into
vocational or trade schools.

In the last two decades, the duration of compul-
sory schooling has become longer; the trend has

TThe 12 memkrs  of the EuropearI  Community (EC) are Bek@rm  MMMI% F~et ~ Y, -e, beland, Italy,  Luxembourg, The Netherlands,
Portugal, Spa@ and the United Kingdom. Much of the general discussion of EC education and examina tion systems is takentim Madaus and Kellaghaq
op. cit., footnote 1. For comparative data on U.S. and Japanese educatiou  see, e.g., Edwwd R. Beauchamp,  “Refo~  Tmtitions  h tie IJfit~ Stites
and Japan,’ William K. Cummings,  Edward Beauchamp,  Shogo Ichikawa,  Victor N. Kobayashi,  and Morikazu  Ushiogi
(eds.) (New Yorl.q NY: Praeger  Publishers, 1986).

8~ tie Ufited  S@tes, seconda,ly  S&oolhg  ~ more closely tied, ~ S@UCW and Content, titi  primary tbl tith  university edUCatiOn.  ~er

countries’ elite secondary schools are closely linked to universities. See Martin Trow, “The State of Higher Education in the United States,” in
Cummings et al., op. cit., footnote 7, p. 177.

gsome  professlo~  bodies ~d ~~dy ~~~uc~  @KeII qu~~g examinations (Society of Apothecaries in 1815 and Solicitors in 1835). The
London examina tion initiated in 1842 was the fiit format school examination of its kind.
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generally been to provide access to comprehensive
schooling for more students and to provide a wider
variety of academic and vocational choices. Exami-
nations that filter students into different kinds of
schools, once given at the end of primary school
(around age 11), now take place around age 16 or
even 18. The uses and formats of these ‘‘school-
l eav ing"  examinations are evolving as more options
have become available and larger percentages of
students seek and can gain access to postsecondary
education. In several countries, school-leaving ex-
aminations that were once considered a passport to
higher education have evolved into first stage or
qual ifying examinations, which are followed by
more diversified examinations for  specif ic  prest ig-
ious universities or lines of study administered by
the university itself. Examples are the French
Baccalaureate, the German Abitur, and the Japanese
Joint First Stage Achievement Test (JFSAT). 10

Standardized examinations are not generally used
outside the United States for purposes other than
certification or selection. However, some exceptions
are noteworthy. In Sweden, standardized examina-
tions are used as scoring benchmarks to help
teachers grade students uniformly and properly in
their regular classes. Examination results in a few
countries serve not only to evaluate student perform-
ance but also to evaluate the quality of a teacher or
school. This was the approach, now abandoned, in
England during the second half of the 19th century,
when “payment by results” was based on student
scores.11 Today student scores in China have taken
on this school accountability function, in that “Key
Schools’ in China receive extra resources in recog-
nition of their better examination results.12

Central Curricula

In most EC countries curriculum is prescribed by
a central authority (usually the Ministry of Educa-
tion). However, the level of prescription varies from
system to system. In Germany, curricula are deter-
mined by each of the 11 States,l3 in France the
curriculum is quite uniform nationwide, and in
Denmark individual schools enjoy considerable
discretion in the definition of curricula. The trend in
several countries has been to allow schools a greater
say in the definition of curricula during the compul-
sory period of schooling; school-based management
and local control are not uniquely American con-
cepts.

The United Kingdom14 seems to be moving in the
other direction. In the past, curricula in the United
Kingdom were determined by the local education
authorities and even individual schools. Independ-
ent regional examination boards exerted a strong
influence on the curricula of secondary schools. The
central government significantly tightened its grip
around the regional boards beginning in the mid-
1980s, and since the Education Reform Act of 1988
the U.K. has moved toward adoption of a common
national curriculum.

Divisions Between School Levels

Most European countries have maintained the
conventional division between primary, secondary,
and third-level education. The primary sector offers
free, compulsory, and common education to all
students; the secondary level is usually divided into
lower and upper levels. The duration of primary
schooling can vary among the States or provinces of
a given country.

l~s M chmg~  SI@Uy ~~ the c-e from the Joint First Stage Achievement ‘l&t (JFSAT) to the T&t of the National Center  for Universi&
Entrance Examina tions  (TNCUEE).  The JFSAT was required only for those candidates applying to national and local public universities (appro ximately
49 percent of total 4-year university applicants), not those applying to private universities. Some applicants for private universities now also take the
TNCUEE. Shin’ ichiro Horie, Press and Information Sectio~  Embassy of Japw personal communicatio~  Aug. 2, 1991.

11~ 1862, tie  Bfiti~h Govement  ~dopt~  we R~i~d  Code of 1862, which ~~blish~  tie critefi for tie aw~d  of governmmt  grants  tO elemen~

schools, Each child of 6 and over was to be examined individually by one of Her Majesty’s Inspectors toward the end of each school year. Attendance
records were also taken into consideration. Thus, each child over 6 could  earn the school 4 shillings for regular attendance and a further 8 shillings for

tion. Clare Burstall, “The Bntkh Experience With National Educational Goals and Assessment,” papersuccessful performance in the annual examina
presented at the Educational ‘lksting Servke Invitational Conference, New York  NY, October 1990.

lz~~tein md No@ op. cit., footnote 6, p. 307.
l~~s is ~so  tie case in Cda ~d Aus@fia, wh~e  each of tie provinces or States sets its own CfiCUla.

14The t- ‘ ‘United ~gdom” (E@md, Wales, Scotid, ~d Nofiem Irekd) is U~  tioughout  this  document. ‘I&ting practice k Northern
Ireland, England, and Wrdes  iss irnilar, but Scotland is unique, with a completely different structure of testing and examina tions. Scotland has only one
examining board, with close connections to the central Scottish Education Department the other countries in the United Kingdom each have several
examining boards. Desmond  Nuttall+ director of the Centre for Educationid Researc4  Ixmdon  School of Economics and Political Science, personal
communication June 1991.
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Table 5-l-Data on Compulsory School Attendance and Structure of the
Educational Systems in the European Community

Compulsory
curriculum/schools Differentiated

Comprehensive Horizontal structure (lower secondary Curriculum/schools
attendance (age) of system (years) grades) (grades)

Belgium a b . . . . . . . . . . 6-16 6-3-3 or 7-1 o’ 11-12
(16-18 P-T) 6-2-2-2

Denmark . . . . . . . . . . . . 7-16 7-3-2 or 8-10 11-12
7-2-3

France . . . . . . . . . . . . . . 6-16 5-4-3 6-9 10-12
Germany b . . . . . . . . . . . 6-15 4-6-3 5-6’ 5-13
Greece . . . . . . . . . . . . . 6-15 6-3-3 7-9 10-12
Ireland a . . . . . . . . . . . . . 6-15 6-3-2 or 3 7-9C

7-12
Italy . . . . . . . . . . . . . . . . 6-14 5-3-5 6-8 9-13
Luxembourg . . . . . . . . 5-15 6-7 — 7-13
Netherlands . . . . . . . . . 6-16 6-3-3 7-10c 7-12
Portugal . . . . . . . . . . . . 6-12 4-2-3-2-1 5-9 10-12
Spain . . . . . . . . . . . . . . . 6-15 5-3-3(1) 6-8 9-13
United Kingdom . . . . . 5-16 6-4-2 7-1o 11-12
aBelgiunl  and Ireland have an additional  2 years preprimary education integrated into the primary school  system. All

other countries have provision outside the formal educational system for early childhood education.
bBelgium  ad Germany  are federations. There are two States in Belgium with completely independent edumtimal
systems. There are 11 States in the former Federal Republic of Germany (16 in the new Germany). Each of the 11
States determines its curriculum under terms agreed by the Counal  of State Ministers of Education.

CA number of ~untries  are less advan~ than others in comprehensiveness Of their School  StWCtUreS.

SOURCE: George F. Madaus,  Boston College, and Thomas Kellaghan,  St. Patncks College, Dublin, “Examination
Svstems  in the EuroDean Communitv:  Imokations  fora National Examination Svstem  in the United States,”.
O~A contractor report, April 1991, ;able’3.

Most European countries at one time required a
national school examination at the end of primary
schooling. These examinations were intended to
clarify for teachers the standards that were expected,
provide a stimulus to pupils, and certify completion
of a phase of formal education. They were used for
admission to secondary education and for pre-
employment screening. But these examinations
raised many concerns about their limiting effects on
the curriculum and about the tendency among some
schools to retain students in grade in order to prevent
the low achievers from presenting themselves for
examinations.

Perhaps most important, however, were the changes
in the philosophy of education that led to raising the
school-leaving age and provision of adequate space
in secondary schools to accommodate all students.
Secondary education was once highly selective, with
relatively low participation rates beyond the primary
level, and with major divisions between two or three
types of schooling. The most exclusive was the
"grammar school, ” “gymnasium,” or “lycee,”
which prepared students for third-level education

and professional occupations. Typically, the school
systems of Europe offered a classical academic
curriculum in the liberal arts. As numbers of students
in this line of study grew, the traditional academic
curriculum became diversified, subjects were pre-
sented at different levels, and some students took
practical or commercial-type subjects.15

After the second World War, and particularly
during the 1960s, demographic, social, ideological,
and economic pressures led to various reviews of
education. All the EC countries have made some
moves to provide comprehensive lower secondary
education (up to age 15 or 16), but these patterns are
varied (see table 5-l). Several countries have estab-
lished comprehensive lower secondary school cur-
ricula. Denmark and Britain have gone the furthest,
with 10 years of comprehensive education. Greece,
Portugal, Spain, Italy, and France also have rela-
tively long periods of comprehensive education.
There are some comprehensive schools in Germany
but, on the whole, the German States have resisted
the development of a thorough-going comprehen-
sive system. Both major components of the tradi-

15~e  ~temtive  t. the a~deniC  Sccon~  school  were  sch~ls  offq technical curricula  tO prep=  students for skilled manual  occupations. These

schools also expanded their range of offerings as the numbers of students grew, but they typically provided practical, usually short-term, continuing
education.
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Table 5-2-Upper Secondary Students in General Education and in Technical/
Vocational Education, by Gender, 1985-86 (In percent)

Girls Boys

General Technical/vocational General Technical/vocational
education education education education

Belgiuma . . . . . . . . . . . . . . . . . 5 6 % 44% 53% 47%
Denmark . . . . . . . . . . . . . . . . 40 60 26 74
Franceb . . . . . . . . . . . . . . . . . . 6 5c

3 5 5 8C 4 2
Germany b. . . . . . . . . . . . . . . . 51 4 9 5 7 4 3
Greece . . . . . . . . . . . . . . . . . . 83 17 6 2 3 8
Ireland... . . . . . . . . . . . . . . . 79 21 86 14
Italyd . . . . . . . . . . . . . . . . . . . . 26 74e

22 78”
Luxembourg . . . . . . . . . . . . . 38 62 29 71
Netherlands . . . . . . . . . . . . . . 49 51 43 57
Portugalf . . . . . . . . . . . . . . . . . 99 1 99.8 0.2
Spain . . . . . . . . . . . . . . . . . . . . 58 42 53 47
United Kingdom . . . . . . . . . . 53 47 57 43

atmwer and upper secondary education.
blg~~7.
clk+~9  upper  ~tiay technd~ieal  ~u~tion.
dlg~+s.
elndu~s  pre~hool  and primary teacher training.
~eehniealkeational  education was abolished in 1976. New courses were introduced on an experimental basis in
19s3/64.

SOURCE: European Communities Commission, Gids  and Boys in Secondary and H~hsr Etitina/ (Brussels,
Belgium: 1990), table 3b.

tional German school structure (the classical gymna-
sium and the vocational school) have been suffi-
ciently strong and successful to resist possible
merging. In particular, vocational education, often
seen by students as more enticing than the gymnasium-
Abitur-university route, has been consolidated and
improved and is generally regarded as a success of
educational policy.16

Today the term “general education” is used to
describe the activities of schools that include university-
preparation curricula as well as programs designed
for students who are not likely to go on to university.
Nevertheless, the upper secondary level in all
European countries is still quite differentiated,
especially in Germany and Italy. (In Italy the system
is so complicated that it has been described as a
“jungle. ’’17) As shown in table 5-2, in 8 of the 12 EC
countries a majority of students follow a curriculum
of general education, but a sizable number of
students are in technical/vocational education courses.
Comprehensive high schools in the United King-

dom, France, and, to a somewhat lesser extent,
Germany, have begun to resemble the typical
comprehensive American high school.

These shifts toward comprehensive schooling
have resulted in changed testing policies. Today
none of the EC countries administers a national
examination at the end of primary schooling.18

Variation in the Rigor and Content of
Examinations

Specified examinations for leaving secondary
school and moving into higher levels of schooling
vary across locales, kinds of degrees, subject areas,
and competitiveness of the program or of the
university. For example, while the French Bac
retains a large core of general education subjects that
all candidates are required to take (albeit with
different weights), the 4 options offered in 1950 had
grown to 53 in 1988.19

lb~aus ~ Kelhghq op. cit., footnote 1, pp. 53-54.

171bid.,  p. 55.

lgIbid.  Note, however, that Italy uses school-based pm exarninations  set, administered, and scored by the pupils’ own teachers. The United
Kingdom has plans to introduce nationwide assessment at ages 7 and 11, but these will be scored by teachers and used for accountability, and are not
intended to be used for selection. Some schools in Belgium also administer an examination  at the end of primary schooling, but this is a local school
optio% not a national policy.

l~omation  abut he Bac w= provld~ to oT’ by Sylvie Auvillain of the French ~hiSSy,  JUly 1991. s= ~So tie fii ~tion

 

in ~s c~pt~
for a more detailed discussion of the French examination system.
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On the basis of examination performance, a
candidate is usually awarded a certificate or diploma
that contains information on performance on each
subject in the examination in letters (A, B, C, D, E)
or numbers (1, 2, 3, 4, 5). Usually, grades are
computed by summing marks on sections of ques-
tions and on clusters of questions or papers. The final
allocation of grades may also take into account grade
distributions in previous years. These marks or
grades are used in making university admissions
decisions.

The certificate or diploma may also confer the
right to be considered for (if not actually admitted to)
some stratum of the social, professional, or educa-
tional world. Certificates are credentials, and certifi-
cation therefore plays a dual role: educationally, in
establishing standards of academic achievement,
and socially, in justifying the classification of
individuals into categories that determine their
shares of educational resources and employment
opportunities.

Because government manages and finances higher
education, and scholarships often cover almost all
university costs in some countries, stiff entry compe-
tition is seen as a fair and appropriate way to
distribute scarce educational resources.

psychometric Issues

Two major criteria for European examinations are
objectivity and comparability. The central concern is
whether the examinations r e f l ec t  wha t  i s  in  the
syllabus and whether they are scored fairly. Since, as
noted below, most of the examination questions are
essay questions that cannot be machine scored, it is
not surprising that these issues of fairness are
foremost. In the United States, test fairness issues
have been analyzed primarily through statistical
methods. This statistical apparatus, known as psy-
chometrics, has been honed over seven decades of
research and practice. It attempts to identify item or
test bias,20 and determine the reliability and validity
of tests. Although European educators attempt to
ensure that examinations r e f l ec t  wha t  i s  in  the
syllabus (i.e., content validity) and whether they are
scored fairly (i.e., reliability), they do not typically
conduct intensive pretesting and item analysis;

quantitative models of item-response theory, equat-
ing, reliability, and validity receive little or no
attention. Unlike the United States, Europe does not
have an elite psychometric community with strong
disciplinary roots, or an extensive commercial test
industry .21 Only the United Kingdom has made any
attempt to apply to their examinations p s y c h o m e t r i c
principles of the type developed in the context of
U.S. testing, and they are still not in widespread use.

Essay Format and the Cost Question

Because examinations in European countries
require students to construct rather than select
answers, the examinations are considerably more
expensive to score than the multiple-choice tests
common in the United States. (Multiple-choice tests,
on the other hand, are relatively expensive to design.
See ch. 6 for discussion.) In general, the more
open-ended a test is, the more expensive it will be to
score, since scoring requires labor-intensive human
judgment as opposed to machine scoring. The
achievement tests used in other countries typically
assess mastery and understanding of a subject by
asking students to write. A few require oral presenta-
tions (Germany, France, and foreign language exam-
inations in many countries). Some of the German
Abitur requires students to give practical demonstra-
tions in subjects such as music and the natural
sciences.

These tests are expensive-to grade them takes
the time of trained professionals (teachers, examin-
ers, university faculty, or some combination). For
example, written examinations taken at age 16+ in
Great Britain and Ireland cost roughly $110 per
student. 22 (In Ireland, candidates pay about 40
percent of the cost.) These costs maybe tolerable in
countries where a small percentage of the age cohort
takes the examination. But in the United States, with
nearly five times as many students in this age group,
testing the 3 million 16-year-olds in U.S. schools
using the British or Irish model would cost about
$330 million. Looked at from the perspective of one
State, Massachusetts, it would cost almost $7
million to test all 65,000 16-year-old-students using
the model of essay on demand; at present, Massa-
chusetts spends just $1.2 million to test reading,

~For  a recent Summary and discussion of the meanings of test bias see, e.g., Walter Haney, Boston College, ‘‘Testing and Minorities,” draft
monograph  January 1991. See ch. 6 for an explanation of reliability, validity, and other psychometric concepts.

zl~aus and KeIh@an,  op. cit., footnote 1, pp. 5’7-58.

‘Ibid., pp. 3031.
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writing, and arithmetic achievements of students in
three grades and three subjects.23

An additional factor to be included in a cost
analysis is the potential effect of tests on retention.
In the United Kingdom, for example, many students
remain in school an extra year to repeat the General
Certificate of Secondary Education (GCSE) if they
did not pass the first time, or to repeat the more
advanced ‘‘A levels’ if they wish to try for a higher
grade.

Tradition of Openness

Individual test takers in the United States can
request prior year examinations and sample exami-
nation booklets for some tests used for selection, i.e.,
the Scholastic Aptitude Test (SAT); in addition,
third-party vendors offer test preparation classes or
software to enable students to practice for these
examinations. In general, however, there is a greater
emphasis on test security in the United States than in
other countries,

24 where both the examinations and
correct responses are made public following an
examination and become the subject of much
discussion. In France, for example, examination
questions make front page news, and in Germany,
answer scripts are returned to students who may
question the way they were graded with their
teachers. If a problem cannot be resolved between
the student and teacher, the matter is referred to the
Ministry of Education.

In the United States, legal challenges since 1980
have made the disclosure of college admissions tests
available to test takers who wish to review them, but
the examinations are not routinely publicized as in
Europe. Some observers contend that releasing
examination questions helps focus student and
teacher awareness on the facts, concepts, or skills
required in order to do well on the test, and that
“teaching to the test” is therefore a good thing.
Multiple-choice examinations, however, which are
quite inexpensive to score, are very costly to

develop, because of the time and effort spent
pretesting items and attempting to eliminate various
biases. Releasing such tests in advance, therefore,
could jeopardize their validity; this is important
because of the high costs of creating new items.

The Changing State of Examinations in Most
Industrialized Countries

There have been important changes in European
test policies in the past three decades; many of the
most dramatic changes have been undertaken in the
last few years. France abolished centralized examina-
tions at age 16+ with the aims of postponing
selection, making assessment more comprehensive,
and giving a greater role to teachers in assessing
students. However, the examinations w e r e  r e i n s t i -
tuted in the 1980s, at least partly because the
resources to support a school-based system of
assessment had not been made available to the
schools. 25 The United Kingdom is overhauling its
examination system. Even in Japan, where success
in examinations has been the central feature of the
educational experience, politicians and educators
are debating and reevaluating the form and functions
of national examinations.

A major force affecting examination policies has
been expansion of the educational franchise. Rising
participation rates and rising expectations of indi-
viduals with diverse ethnic and socioeconomic
backgrounds have changed attitudes toward the
assessment of student progress and the uses of tests
for important economic and social decisions. Histor-
ical criticisms of the narrowing effects of these
examinations on students’ educational experiences
have become politically significant. Many commen-
tators always judged tests unsuitable for low-
achieving students, an argument that has gained
credence in the light of data suggesting that in order
to avoid the examinations these students are likely to
leave school early and enter the labor force without

Z31t  should & noted that the United States has some experience with nationally standardized written e xaminations. The Advance Placement (AP)
program for instance, includes tests comprised of short -wer ~d essay items. Cwendy  tie AP test cows $65 per subject Pm student, paid for ~ most
cases by the student rather than the school system. ‘f’his fmcial  burden prevents some poor students from taking the tests required for college credit.
Some States (Florida and South Carolina), pay all AP fees and others (Miami  and Utah) subsidize or help students in need, but most States have no
official policy, although the Educational lksting Service reduces the fee to $52 for those with need. Jay Mathews, “1.mw Income Pupils Find Exam Fees
a Real ‘I&t: California Questions Who Should Foot the Bill, ” The Washington Post, Apr. 25, 1991, p. A3.

~fiblic ~w 1w297, w~ch  au~o~s tie U.S. Secretw of ~UCatiOntOapproVe Cornprehensivetests  of academic excellence, specfles  that, besides
being conducted in a secure manner, “. . . the test items remain confldendat  so that such items maybe used in future tests. ” This law has been passed,
but funding has not been appropriated.

~Madaus  and Kellaghan,  op. cit., fOOt@e 1, p. 60.
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benefit of any formal certification.26  The apparent
correlation between participation rates and school-
l e a v i n g  examination policies is striking: in the
United Kingdom, for example, the participation rate
drops from almost 100 percent at age 15 to just under
70 percent at age 16-when examinations must be
taken. In contrast, some 95 percent of all American
16-year-olds are still in school (see table 5-3).

As noted above, a second area where examination
policies have changed is the elimination of standard-
ized examinations at the primary level. Furthermore,
at the secondary level there has been a move toward
greater reliance on assessments developed and
scored by teachers. In four EC countries (Belgium,
Greece; Portugal, and Spain), national examinations
have been abolished and certification is entirely
school based at both primary and secondary levels.
In other countries, teachers may mark examinations
set by an outside body or contribute their own
assessments, which are combined with the results of
the standardized examinations. This was the pattern
in Britain from the 1960s onward, and virtually
every GCSE examination includes an assessment (of
things like oral work, projects, and portfolios) by
teachers. Although the national program is bringing
more centralized curriculum to the United Kingdom,
the national curriculum assessment relies extremely
heavily on teacher assessments.27

A third trend has been the shift in emphasis from
selection to certification and guidance about future
academic study. This shift has been made possible,
especially at lower educational levels, by the expan-
sion of places in secondary schools. Furthermore, as
t h e  examinations have become more varied, selec-
tion for traditional third-level education is no longer
a concern for as many students. Increasing numbers
are now turning to apprenticeships or technical
training.

Other Considerations

There are other important variables that affect the
administration, costs, and outcomes of testing.
These include the numbers of students to be tested,
preelection of students prior to testing, the homoge-
neity of the student population and of the teaching

Table 5-3—Enrollment Rates for Ages 15 to 18
in the European Community, Canada, Japan,

and the United States: 1987-88

Age 15 Age 16 Age 17 Age 18

Belgium . . . . . . . . . . . . . . 95.8
(of whom, part-time) . . . (2.2)
Denmark . . . . . . . . . . . . . 97.4
France . . . . . . . . . . . . . . . 95.4
(of whom, part-time) . . . (0.3)
Germanya . . . . . . . . . . . . 100.0
(of whom, part-time) . . .
Greeceb . . . . . . . . . . . . . . 82.1
Ireland b . . . . . . . . . . . . . . . 95.5
Italy . . . . . . . . . . . . . . . . . . —
Luxembourg c . . . . . . . . . —
(of whom, part time) . . .
Netherlands d . . . . . . . . . 98.5
Portugal. . . . . . . . . . . . . .
Spain . . . . . . . . . . . . . . . . 84.2
United Kingdom . . . . . . . 99.7
Canada . . . . . . . . . . . . . . 98.3
Japanc . . . . . . . . . . . . . . . 96.6
(of whom, part-time) . . . (2.6)
United Statesb . . . . . . . . 98.2

95.5
(3.6)

90.4
88.2
(7.9)

94.8

76.2
83.9
—
—

93.4
32.1
64.7
69.3
92.4
91.7
(1.9)

94.6

92.7
(4.6)
76.9
79.3

(10.0)
81.7
(0.1)
55.2
66.4
—

83.4
(15.8)
79.2
36.9
55.9
52.1
75.7
89.3
(1.7)
89.0

aApprent~eShjp  is dassifi~  as full-time ~uc=tion.
bl 986-87.
c~cludjng  third level.
d~rjudes  second  level part-time education.

SOURCE: George F. Madaus, Boston College, and Thomas Keilaghan,  St.
Patricks  College, Dublin, “Student Examination Systems in the
European Community: Lessons for the United States,” OTA
contractor report, June 1991, table 5; information for this table
from Organisation for Economic Cooperation and Development,
Education in OECD Countries, 1987-88 (Paris, France: 1990),
table 4.2, except figures for Portugal which are for secondary
education in 1983-84 and come from European Communities
Commission, Girls and Boys in Secono%ry  and Higher Educa-
tion (Brussels, Belgium: 1990), table Ic.

profession, centralization and consistency of teacher
training to support common standards, and the
number of days in the school year. These issues need
to be included in efforts to compare testing policies
across countries. There is no one model that could be
described as the European examination system and,
more importantly, no one model that can be trans-
planted from its European or Asian setting and be
expected to thrive on American soil.

Lessons for the United States

What lessons from European and Asian testing
policies apply to the American scene? To address
that question OTA focused attention on three basic

261n Bnt~n  ad Irc~d, he ~m~r of such ~~dents  me about 1 I ad 8 percent, respectively.  ~id,,  p. 15. (mis estimate app~$ low [0 Other
researchers. Max Eckste@ professor of Education, Queens College, City University of New Yorlq personal communication, 1991).

2TNuttil],  op. cit., footnote 14.
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issues: the functions, format, and governance of
testing.28

Functions of Testing

This report concentrates on three basic functions
of educational testing: instructional feedback to
teachers and students, system monitoring, and selec-
tion, placement, and certification (see ch. 1). Euro-
pean and Asian testing systems, though different
from country to country, tend to emphasize the last
group of functions, i.e., selection, placement, and
certification. 29 There is in other countries almost no
reliance on student tests for accountability or system
monitoring, activities that are typically handled
through various types of ministerial or provincial
inspectorates; this fact itself suggests an important
lesson for U.S. educators.

Selection, Placement, and Credentialing

If one wished to import testing practices from
overseas, an obvious strategy would be to expand
and intensify the use of student testing for selection,
placement, and certification decisions. Indeed, this
appears to be at least one of the ideas behind some
proposals for national achievement testing in the
United States.30 OTA finds that the European and
Asian experience with testing for these functions
leads to three important lessons for U.S. poli-
cymakers.

First, in most other industrialized countries, the
significance of testing is greatest at the transition
from secondary to postsecondary schooling. Stand-
ardized examinations before age 16 have all but
disappeared from the EC countries. Primary certifi-
cates used to select students for secondary schools
have been dropped as comprehensive education past
the primary level has become available to all
students. Current proposals for testing all fourth
graders with a common externally administered and
graded examination would make the United States

the only industrialized country to adopt this prac-
tice. 31

Second, the continued reliance on student testing
as a basis for allocating scarce publicly funded
postsecondary opportunities has, in Europe and
Asia, come under intense criticism. Having rela-
tively recently attempted to relax stringent ele-
mentary and secondary school tracking systems,
many countries have been reluctant to hold on to stiff
examination-based criteria for admission to third-
level schooling. As a result, admissions policies
have been in flux. It would be ironic if U.S.
policymakers, in an attempt to import the best
features of other countries’ models, adopted a
system of increased selectivity-even at the post-
secondary level—just when those countries were
evolving in the other direction.

In this context it is important to note the funda-
mental differences in the relationships between
secondary and postsecondary schooling in the United
States and elsewhere. In most other industrialized
countries, there is a strong link between secondary
schools and the universities for which they prepare
students; in the United States, on the other hand,
high school graduates face a vast array of postsec-
ondary opportunities, diverse in their location,
academic orientation, and selectivity. Although
periodically in American educational history there
have been attempts to influence secondary school
curricula and academic rigor through changes in
college admissions policies, the postsecondary sec-
tor in the United States has remained basically
independent of the system of primary and secondary
public schools. Restructuring the linkages between
these sectors along the lines of the European model,
and changing the examination system accordingly,
could bring about changes in the quality of Ameri-
can high school education; but the benefits of such
a policy need to be weighed against the uncertain
effects it would have on the U.S. postsecondary

~’rhis  ~~ork Wm mgg~ted  by Max Eckstein,  professor of EducatiorL  Queens College, City University of New York who ctied m ow
workshop on lessons from testing in other countries, January 1991.

29C1=WM  test~, conducted by t~hers t. msess  on a re~ bmis tie pro~ss of their s~dents,  is likely to be much the same Mound the
worl&teacher-developed  quizzes, end-of-year examinations, and graded assignments do not vary much from Stockholm to Sacramento, from Brussels
to BufTalo.

30see,  e.g., ~~u~ ~d Kella@~,  op. Cit., f~~ote 1, for ~ ov~iew  of XMtiO~  testig proposals.  1t should be noted that many advocates of
high-stakes selection and cetiitlcation tests view their principal role as stimulus to improved le arning and teaching. Although this might be considered
a fourth function of testing, this report treats the potential motivating effects of tests as a crosscutting issue affecting the utility of tests designed to serve
any of the three main functions.

slAs ~scuss~ ~ller, tie u~t~ figdom  h~ implernent~  a new system  of natioti  ms~srnent  at ages 7 and 11, for purpo.sM of accountability

(system monitoring).
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sector, considered by many to be the best in the
world.32

The third lesson concerns the equity effects of
increased testing for what are commonly called
‘‘gatekeeping’ functions. Europe has a long history
of controlled mobility among nations, and an
equally long history of efforts to deal with changing
ethnic and national composition of its population.
What is relatively new in many countries, however,
is the commitment to widening educational and
economic opportunities for all citizens. As a result of
this shift in social and economic expectations, the
use of rigorous academic tests as gatekeepers has
come under fire in many countries. In France, for
example, the expansion of options under the Bac
emerged from the struggle of the 1960s to reform not
only the schools but much else in French society.

In discussions with many educators and poli-
cymakers from European countries, OTA found a
fairly common and growing concern with the equity
implications of educational testing; European (and
to a lesser extent Asian) education policymakers are
in fact looking to the United States for lessons about
how to design and administer tests fairly. Although
the ultimate resolution of complex equity issues
escapes predictability, there is no doubt that contin-
ued cross-cultural and translational exchanges among
policymakers and educators grappling with these
issues will be invaluable.

System Monitoring

European and Asian nations tend not to use
student examinations to gauge the performance of
their school systems. That function is still handled
primarily by inspections carried out at the ministe-
rial or provincial government levels. There has been
heightened interest in using the results of interna-
tional comparative test score data for policymaking,
although exactly how to use the data for internal
policy analysis is a relatively new question.33

Nevertheless, three lessons for the United States
emerge from the European and Asian experiences.

First, other countries considering the adoption of
some kind of test-based accountability system tend
to view the American National Assessment of
Educational Progress (NAEP) as a model. The fact
that NAEP uses a sampling methodology, addresses
a relatively wide range of skills, and is a relatively
“low-stakes” test make it appealing as a potential
complement to other data on schools and school
systems. One lesson for American policymakers,
therefore, is to approach changes to NAEP cau-
tiously (see also ch. 1 for a thorough discussion of
NAEP policy options).

The second lesson is to consider nontest indica-
tors of educational progress that could be valid for
monitoring the quality of schools. In this regard,
careful study of the ways in which inspectors operate
in other countries-how they collect data, what kind
of data they collect, how their information is trans-
mitted, how they maintain neutrality and credibility—
could be fruitful.34

Finally, the European and Asian approach to
system monitoring suggests a general caution re-
gardless of whether tests, inspections, or other data
are utilized. Public perception of the adequacy of
schools in most countries depends on which schools
are in question: parents typically like what their own
children are doing, but complain about the system as
a whole. It is difficult to pinpoint the causes of this
dual set of attitudes;35 in any event, it is fairly clear
that there is greater enthusiasm for reform in general
than for changes that might affect one’s own children.
Like the ‘not-in-my-back yard’ (’‘NIMBY’ prob-
lem faced by environmental policymakers, edu-
cation policymakers in many countries face a
formidable “NIMSY” problem: education reform
may be OK, so long as it is ‘‘not-in-my-school
yard. ” American, European, and Asian educators
and policymakers who have struggled with the
NIMSY problem in their attempt to respond effec-
tively to analyses of various types of system
monitoring data could learn much from one another.

32see  WL op. cit., fmmote  4, for discussion of the quality of U.S. colleges ad ~versities.

33~e ~g~=tion  for &ono~c  c~~mtion ~d Development  (OECD) ~ been spo~oring,  along witi he U.S. Department of Educatio~  ~
ongoing collaborative effort to better understand and utilize comparative data on student achievement.

~For  di~a~sion  of ~~tlple  ~dicators  of ~ucatio~ sm U.S. Dep~@ of ~LIMtiOU Natio~  Center  for Education statktiCS,  ~dUCUti07i  COUnfS:

An lndicafor System  to Monitor  the Nation’s Educational Health (Washington DC: 1991).
35(_jne  explmtion  tit ~us~ as~ ~ Poliq c~cles  WM tie f~d~g tit stat~de achievement Smres in every State  were above the national average.

See discussion inch. 2 of this report.
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Test Format

In European countries, the dominant form of
examination is ‘‘essay on demand. ’ These are
examinations that require students to write essays of
varying lengths. Use of multiple-choice examina-
tions is limited, except in Japan, where multiple-
choice tests are common at all levels of elementary
and secondary schooling and are used as extensively
as in the United States. Performance assessments of
other kinds (demonstrations, portfolios) may be used
for internal classroom assessment, but not generally
for systemwide examinations because of  costs .

The lesson from this mixture of test formats
overseas is a complicated one. On the one hand,
European experience could lead American poli-
cymakers to eliminate, or at least reduce signifi-
cantly, multiple-choice testing; surely some critics
of U.S. testing policy would embrace this position.
But this inference would be erroneous, given the
conflicting evidence from the overseas examples.
For example, if one of the purposes of testing is to
raise standards of academic rigor, the French and
Japanese examples offer conflicting models: both
countries typically rank higher than the United
States in comparisons of high school students’
achievement, but they rely on diametrically different
methods of testing.

If there is a lesson, then, it is that testing in and of
itself cannot be the principal catalyst for educational
reform, and that changes in test format do not
automatically lead to better assessments of student
achievement, to more appropriate uses of tests, or to
improvements in academic performance. The fact
that European countries do almost no multiple-
choice testing is not, in itself, a reason for the United
States to stop doing it; rather it is a reason to consider
whether: a) reliance on the multiple-choice format
satisfies the numerous objectives of testing; and b)
whether alternative formats in use in other countries,
such as essays and oral examinations,  c o u l d  b e t t e r
serve some or all objectives of testing in the United
States.

In considering alternative test formats and the
experience of other countries, it is important to keep
two additional issues in mind. First, as discussed in
chapters 4 and 8 of this report, the combination of
multiple-choice and electromechanical scoring tech-

nologies made the concept of mass testing in the
United States economically feasible. To the extent
that this type of testing went hand in hand with the
American commitment to schooling for all, it will be
interesting to observe whether increased efficiency
of test format will evolve as an important considera-
tion in European countries committed to expansion
of school opportunities for the masses.

Second, one of the important advantages of the
multiple-choice format is that tests based on many
different questions are usually more reliable and
generalizable than tests based on only a few ques-
tions or tasks.36 It allows for statistical analysis of
test reliability and validity both before and after tests
are administered. In addition, multiple-choice tests
allow for statistical analysis of items and student
responses, not as easily accomplished with perform-
ance assessments. If criteria such as reliability and
validity remain a central concern among American
educators, the adoption of European testing methods
will necessitate substantial investments in research
and development to bring those methods up to
acceptable reliability and validity standards.

Governance of Testing

None of the countries studied by OTA has a
single, centrally prescribed examination that is used
for all three functions of testing. Moreover, the
countries of Europe and Asia exhibit considerable
variation in the degree of centralized control over
curriculum and testing. In some countries, there are
centrally prescribed curricula that are used as a basis
for the standardized examinations  s t u d e n t s  t a k e ,
while elsewhere decisionmaking is more decentral-
ized. An obvious lesson, then, is that the concept of
a single national test is no less alien in other
countries than it has been in the United States.
Nevertheless, there are important differences in the
governance of tests between the United States and
other industrialized countries.

Testing and Curriculum

Although most countries allow some local control
of schooling, in general there is greater national
agreement over detailed aspects of curriculum than
there is in the United States. This sense of a shared
mission is reflected in tests that probe content
mastery at much deeper levels than most of the

~see ~scussion  of generdizabili~  inch. 6.
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standardized tests in the United States.37 As ex-
plained elsewhere in this report, however, this has
more to do with the politics of testing than with the
technology of testing: the United States has a long
history of decentralized decisionmaking and school
governance, and an aversion to the idea of curricula
defined for the Nation as a whole. Standardized tests
that can be used across the United States have
therefore been limited to skills and knowledge
common to most school districts-which has meant
basic reading, writing, and arithmetic .38 The pursuit
of consensus in the United States for anything
beyond the basics has proved difficult, though not
impossible; the best example to date is NAEP,
considered by most educators who are familiar with
it as an important complement to the kinds of
information provided on nationally normed stand-
ardized tests. Nevertheless, even NAEP items fall
short of the complexity, depth, and specificity of
content material attained in written examinations
overseas.

Three important lessons regarding governance of
tests emerge for U.S. policy. First, consensus on the
goals and standards of schooling appears easier to
establish in Europe and Asia than in the decentral-
ized and diverse U.S. education system. As a
consequence, national examinations in Europe and
Asia can be very content and syllabus specific. In the
United States, on the other hand, achieving national
consensus usually means limiting examinations to
basic skill areas common to 15,000 school districts.
Even NAEP, which consists of items derived from
elaborate consensus-seeking processes, does not
assess achievement at a level of detail and complex-
ity comparable to typical essay examinations in
other countries. The lesson from abroad, then, is that
syllabus-specific tests can be national only in
countries where curriculum decisions are made
centrally or where consensus can be easily attained.

The second lesson, related to the frost, concerns
the sequencing of curriculum and test design.
European and Asian experience does not demon-
strate that national testing raises the academic rigor

of curricula, but rather that national consensus on
goals and standards of schooling allows for consist-
ent curricula that can be tested by syllabus-based
national examinations .  Indeed,  the importance of
keeping the horse of curriculum and instruction
before the cart of assessment (one of OTA’s central
findings in this report) is reinforced by the overseas
experience.

The third lesson concerns the effects of heavily
content-driven examinations on student behavior.
Syllabi, topics, criteria of excellence, and questions
from prior examinations are widely publicized in
other countries, where preparing for tests is encour-
aged. This emphasis on curricular content conveys
an important signal to students in Europe and Asia:
“study hard and you can succeed." In the United
States, students are encouraged to work hard, but
their success in gaining admission to college or in
finding good jobs often depends on many other
factors besides their performance on tests closely
tied to academic courses they have taken. While
there is clearly a need for tests that can assess fairly
the differences in knowledge and skills of individu-
als from vastly diverse and locally controlled school
environments, 39 there may also be considerable
merit in the use of examinations that reinforce the
value of studying material deemed worthy of learn-
ing.40

The Private Sector

Only in the United States is there a strong
commercial test development and publishing mar-
ket. The importance of this sector, in terms of
research, development, and influence on the quality
and quantity of testing, cannot be overstated. Even
when States and districts create their own tests, they
often contract with private companies. In Europe
and Asia, testing policies reside in miniseries of
education.

There is a certain paradox about the preference for
public administration of tests in other countries and
private markets in this country. Given that European
and Asian countries typically have less trouble than

37see,  ~.g., Natio~ Endowment for tie Hmanities,  National Tests: What Other Countries Expect Their Students  to Know Was@Yom Dc: l~l)!
for examples of test questions faced by students in Europe and Japan.

3SFor discussion of how multiple-choice items can assess Ce* ‘‘~@er order ~“ g skills” see ch. 6.

?J9See  Dodd Stewm,  ‘ ‘Thinking the Unthinkable: Standardized ‘Iksting and the Future of American Educatiow”  speech before tie Colubus
Metropolitan Club, Columbus, OH, Feb. 22, 1989.

-s issue turns on distinctions between aptitude testing and achievement testing (see ch. 6). For discussion of the historical development of these
approaches to testing, see ch. 4. See also James Fallows, More Like Us (Bostonj MA: Houghton-Miffl@ 1989), pp. 152-173.
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the United States in defining national goals and
standards of education, the ability to specify testing
needs and contract with private vendors for test
development and production ought to be relatively
easier in other countries than in the United States. On
the other hand, given that fragmentation in curricular
standards and educational goals in the United States
raise formidable barriers to market transactions, one
might expect greater reliance on nonprofit or gov-
ernmental organization of testing.

The Role of Teachers

Considerable responsibility is vested in teachers
in other countries for the administration and scoring
of standardized examinations. This practice is based
on the premise that examinations with heavy empha-
sis on academic content should be developed and
graded by professionals charged with delivering that
content and respected for their ability to ascertain
whether children are learning  it. The important
lesson for U.S. testing policy, then, is that faith in the
professional caliber of teachers is a necessary
condition for a credible system of examinations that
requires teachers’ judgments in scoring.

It is important to note that many European
countries have only one or very few teacher training
institutes, guaranteeing more consensus on the
principles of pedagogy and assessment than in the
United States, where teacher education occurs in
thousands of colleges and universities. The central-
ized model of teacher training in other countries
reinforces the professional quality of teaching, and
makes it relatively easier to implement national
curricula. The American tradition emphasizes stand-
ardized testing as a source of information to check
teachers’ judgments and to assure that children in
diverse schools and regions are being treated equita-
bly. The lesson from the European model, then, is
that a centralized system of teacher preparation can
increase the homogeneity of teaching and curricu-

lum and reduce the need for assessments designed to
assure that all children are receiving similar educa-
tional experiences. This suggests a familiar theme:
changing testing will not necessarily improve teach-
ing, but changes in teaching can lead to different
approaches to testing.

U.S. policymakers wishing to adopt examinations
on European or Asian models will need to balance
the need for increased reliance on teacher judgments
with public demand for a system that provides an
independent “second opinion, ” especially when
test results have high stakes.

Snapshots of Testing in Selected
Countries41

The People’s Republic of China

The first examinations
were attributed to the
Sui emperors (589-618
A. D.) in China. With its
flexible writing system
and extensive body of re-
corded knowledge, China

W$Q# was in a position much
u earlier than the West to

develop written exami-
nations. The examinations were built around candi-
dates’ ability to memorize, comprehend, and inter-
pret classical texts.42 Aspirants prepared for the
examinations on their own in private schools run by
scholars or through private tutorials. Some took
examinations as early as age 15, while others
continued their studies into their thirties. After
passing a regional examination ,  successful  appli-
cants traveled to the capital city to take a 3-day
examination, with answers evaluated by a special
examining board appointed by the Emperor. Each
time the examination was offered, a fixed number of

dl~ tie follo~  ~un~ Pmfdes  all data on area and total population come from Mark S. Hoffman (cd.), The WorZd Almanac and Book  Of Facts,
199Z (New York NY: Pharos Books, 1990); age of compulsory schooling and total school enrollment figures come from the United Nations Educational,
Scienti.tlc  and Cultural Org “amzat.ion  (Uneaco), Statistical Yearbook (Imuvain,  Belgium: 1985 and 1989). School enrollment figures include “prefmt
level,” “ f~st level,” and “second level”  students. Data on number of school days comes from Kenneth Redd and Wayne Riddle, Congressional
Research Service, “Comparative Education: Statistics on Education in the United States and Selected Foreign Nations,” 88-764 EPW, Nov. 14, 1988.

For comptison  purposes, current U.S. data are: size, 3.6 million squaxe n.iiles; populatio~ 247.5 million. Mark S. Hoffman (cd.), The WorldAZmanac
and Book ofFuCrs, 1990 (New York NY: Pharos  Books, 1989). School enrollment: 46.0 million. U.S. Departrmmt of Education, National Center for
Education Statistics, The Condition of Education, 1991, vol. 1, Elementary and Secondary Education (Washington DC: U.S. Government Printing
Office, 1991).

dzstephen  P. Heyne~ and Ingemar  Fagerlind,  “htroductiou’ in The World B@ University Examinations and Standardized Testing
(w-oq ~: 1988), p. 3.
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Size . . . . . . . . . . . . . . . . . . . . . . . . . . .

Population . . . . . . . . . . . . . . . . . . . . .
School enrollment . . . . . . . . . . . . . .
Age of compulsory

schooling . . . . . . . . . . . . . . . . . . .
Number of school days . . . . . . . . .

Selection points and major
examinations . . . . . . . . . . . . . . . .

Curriculum control . . . . . . . . . . . . .

3,705,390 square miles,
slightly larger than the United
States
1,130,065,000 (1990)
177.8 million (1988)

6 to 16
September 1 to mid-July--
exact number of days not
available

1. Provincial examinations at
end of 9th year of
compulsory schooling

2. Central examinations set by
the State for university and
college entrance

National, central control

aspirants were accepted into the imperial bureauc-
racy.43

Education in China today is largely centrally
controlled. Curricula and the examinations that
accompany them are used as a reflection of political
philosophy and as a means of maintaining cultural
cohesion, as well as to reinforce common loyalties
in a population of over 1 billion people, speaking
several major languages, distributed over a huge
land mass (larger than the United States). There
remains a sharp separation between academic school-
ing and vocational schooling, and examinations are
the basis for making these selections at the end of the
9 years of compulsory schooling. Students may then
enter general academic schools, vocational or tech-
nical schools, or ‘‘key schools, ’ which accept the
top cadre of students and receive superior resources
in part based on the test results of their students. The
examinations at this level are prepared by provincial
education bureaus and are administered on a city-
wide basis.

At the end of upper secondary school, students
seeking university entrance take a centralized exam-
ination that provides no choice of subjects, speciali-
zations, or options. This examination is developed
by the National State Education Commission and
administered by provincial higher education bureaus
who assign candidates to schools based on scores,
specialties, and places available. The same is true for

technical schools. The Central Ministry of Labor and
Personnel develops and administers a nationwide
entrance examination for skilled worker schools.
Strict quotas are assigned for overall opportunities
for further study and to particular programs at
specific institutions, based on a master plan of
national and regional development goals. The size,
wealth, and general power of certain municipalities
(Beijing, Shanghai, and Tientsin) have enabled them
to assume control over the examination m e c h a n i s m ,
which in other locations may be directed by the
central or provincial authority.

The number of candidates for university entrance
is huge-in 1988, 2.7 million students prepared for
the national college admission test. Less than
one-quarter were accepted for study. Overall, about
2 percent of Chinese first graders eventually go on
to higher education.44 The format of the examina-
tions, once extended answer/essay format, is begin-
ning to change to short-answer and multiple-choice
questions. Nevertheless, examinations  a r e  s t i l l
scored by hand rather than machines. Some analysts
suggest that, given the huge numbers of examinees,
it is only a matter of time before machine-scorable
formats are introduced, reinforcing the already
strong emphasis in Chinese schools on rote learning
and recall of facts.45

The pendulum of Chinese higher education ad-
mission policy has swung with political pressures.
After 1,000 years and a well-established tradition of
u s i n g  examinations to control admission to higher
education and further training, the Chinese abol-
ished examinations during the cultural revolution,
with the goal of eliminating status distinctions.
Selection was to be based instead on political
activism and ‘‘correctness’ of social origin. The
pendulum swung back again with the new regime in
1976, when examinations were reestablished as a
means of allocating university places on basis of
merit. Student scores rather than political orthodoxy
have again become the major criterion to advance-
ment. Examinations confer status in China. It is not
uncommon to inquire about a persons’ status in

43Wfl~ K. C*gs, “Evaluation and Examina tion,’ International Comparative Education Practices: Issues and Prospects, Thomas Murray
(cd.) (Oxford, England: Pergamon  Press, 1990), p. 90.

Mwold J. No* and lvfax A. Ec,bte@ ‘Trtiwffs  in Examination Policies: An International Comparative Perspective,’ OxfordReview ofEducan’on,
vol. 15, No. 1, 1989, p. 22.

451bid.
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society by asking: ‘‘How many examinations has he
(or she) passed?”%

The Union of Soviet Socialist Republics
(U. S. S. R.)47

Soviet society has been
characterized by central

& ?:E:%=:!!
tem.48 The 15 republics
and subrepublics that
made up the U.S.S.R.
had shared a central cur-
riculum and common

school organization. Considerable local discretion
had been provided, however, in education policy as
it pertained to the secondary school-leaving certifi-
cate, the attestat zrelosti (maturity certificate). This
certificate was based on accumulated course grades
and an examination that was predominantly oral in
nature. Each of the 15 republics was responsible for
setting the content and standards of the examination,
and the teachers who prepared the students domi-
nated the process of setting the questions and
evaluating the responses.49

Because there was so little comparability in
grading, the value of the attestat zrelosti meant
different things in different parts of the country. As
a result of this variability, the VUZy (universities
and technical institutes) developed their own en-
t r a n c e  examinations. Much like in the Japanese
system, each university set its own questions, testing
schedule and policy, cutoff score, and grading
procedure. This diversified system placed a burden
on students, who needed to negotiate a web of
uncoordinated examinations,  and travel  great  dis-
tances to sit for the necessary examinations at the
university or institute of their choice. Much of the
examination process involved oral examinations.
The system was described as erratic, inconsistent,
confusing, and subject to influence peddling and

Size . . . . . . . . . . . . . . . . . . . . . . . . . . .

Population . . . . . . . . . . . . . . . . . . . . .
School enrollment . . . . . . . . . . . . . .
Age of compulsory

schooling . . . . . . . . . . . . . . . . . . .
Number of school days . . . . . . . . .

Selection points and major
examinations . . . . . . . . . . . . . . . .

Curriculum control . . . . . . . . . . . . .

8,649,496 square miles, the
largest country in the world,
approximately 2.5 times the
size of the United States
290,939,000 (1990)
4.9 million (1988)

7 to 17
September 1 to May30--exact
number of days not available

1. Secondary school-leaving
examinations set by each
republic, graded by local
teachers

2. Each university and
technical institute sets its
own entrance examination

National, central control

corruption. There were persistent reports of discrim-
ination against ethnic and religious groups in the
examination process.50

Controlling the flow of students into the univer-
sity system was part of the overall regional and
national planning that had been carried out through
test quotas. During the revolution of 1917, univer-
sity entrance examinations were abolished, and
access was opened to all students. However, the
examinations were reinstated in 1923.51 The more
recent balance between central planning and local
flexibility was another example of the need for
political compromise. Some maintained that the
tradeoff for local flexibility had been an incoherent
and inconsistent system. In part to find more
objective and standardized forms of testing, Soviets
had begun looking to “American tests,” machine-
scorable multiple-choice tests, for possible use in the
attestat zrelosti. It is not clear how the various
republics will react to relinquishing some of their
local discretion in developing and scoring tests. As
noted above, it is yet to be seen how the independ-
ence of the Soviet republics will affect the examina-
tion systems that were developed to serve the
centralized political system of the past.

~~~tein  ~d No* op. cit., footnote 6, p. 308.

O~s sw~ot refers to the period before the recent breakup of the U.S.S.R. into separate republics.

‘%&cation  and exarnination  processes are undergoing radical changes and it is too soon to draw final conclusions. V. Nebyvaev,  third secretary,
Embassy of the Union of Soviet Socialist Republics, personal comrnunicatio% July 31, 1991.

@No~  and Eckstein,  op. cit., footnote 44, p. 23.

%id.
S] Ibid.



Chapter 5—How Other Countries Test . 151

Japan

‘[’. -4 When the United
,~;., ‘-” States compares itself to

J

Japan, it is common to\

!
bemoan the fact that our
schools are not more like

/:/::+/ theirs. Interestingly, one

/~~@~ of the few things the two
education systems have

.!/ in common is their reli-
ance on machine-scorable multiple-choice examina-
tions. In other ways our cultures and traditions are so
different that many comparisons are superficial and,
in some cases, potentially destructive.52

When Japan emerged from its feudal period in the
mid- 19th century, it began to look to the West for
models to modernize aspects of Japanese life.53

Among these models were the Western goals of
compulsory primary education and of a high-quality
university system. Japan also followed the French
example of a centrally prescribed curriculum and
textbooks, frequent testing during a school year, and
end-of-year final tests. However, since Japanese
students often finished the prescribed curriculum
before the end of the school year, they began to focus
on the use of entrance examinations  fo r  the  h ighe r
level, rather than school-leaving examinations  f r o m
the lower level. These entrance examinations be-
came valued for several reasons. The first and most
obvious was the need to select a few students from
the many seeking higher levels of education. An-
other reason for devotion to examinations came from
the uniquely Japanese cultural disposition known as
ie psychology, ‘‘. . . the tendency to rigorously
evaluate individuals before permitting them to join
a family system or a corporate residential group, but
once they are admitted, to accept and adjust to them
as full members. ’ ’54 This concept of first passing
rigorous scrutiny and then receiving what becomes
lifetime acceptance into established groups can be
seen in acceptance of spouses into a family unit or
employees into membership in Japanese firms.55

Size . . . . . . . . . . . . . . . . . . . . . . . . . . . 145,856 square miles, slightly
smaller than California

Population . . . . . . . . . . . . . . . . . . . . . 123,778,000 (1990)
School enrollment . . . . . . . . . . . . . . 21.2 million (1988)
Age of compulsory

schooling . . . . . . . . . . . . . . . . . . . 6 to 15
Number of school days ... ......243
Selection points and major

examinations . . . . . . . . . . . . . . . . 1. Examinations for entry to
some junior high and high
schools

2. Joint First Stage
Achievement Test: national
preliminary qualifying
examination for national local
public universities
(approximately 49 percent
of all university candidates);
abolished in 1989 and
replaced with Test of the
National Center for
University Entrance
Examinations for public
universities (and some
private universities)

3. Each university sets own
College Entrance Examina-
tions

Curriculum control . . . . . . . . . . . . . National, central control

The second major reform in Japanese schooling
was implemented by the American occupation
following World War II.56 The School Education
Law of 1947 caused a massive reorganization of the
existing school facilities that is the basis for today’s
educational system. Among these reforms were the
establishment of a 6-year compulsory primary
school and 3 additional years of a compulsory
middle or lower secondary school. The first 9 years
of compulsory education are free to all students. An
additional 3 years of high school are modeled on the
lines of the American comprehensive high school;
however, all high schools charge tuition. While the
law said that “. . . co-education shall be recognized
in education, ’ many private junior high or high
schools and some national and public local high
schools are for one gender.57

Higher education also was to be reformed, with
the aim of broadening goals, leveling the traditional

Qseq  e.g., Fallows, op. cit., foohote  ~.

sJ~]e tie education system imported the “practical” disciplines (mathematics, science, and engineering) from the Wes4 its moral content was
strictly Japanese. The 1890 Imperial Rescript on Education made “the teachings of the ancestors of the Imperial Family” the basis for all instruction.
“Education Reform in Japan: Will the Third Time be the Charm?” Japan Economic Znsritute  Report, No. 45A, Nov. 30, 1990, p. 2.

~William  K. Cummings, ‘‘Japan, ‘‘ in Murray (cd.), op. cit., footnote 43, p. 131.

S51bid.
%’ ‘~ucation  Refo~ in Jap~” op. cit., fOOtiOte  53.

sT~cle  5 of tie Fundamenti  Law of Educatio~ Horie, op. cit., footnote 10.

297-933 0 - 92 -- 11 : QL 3
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hierarchy, expanding opportunities, and decentraliz-
ing control. While many of the reforms envisioned
for changing higher education were not long-lived,
opportunities were vastly expanded, and important
powers devolved to universities, e.g., power over
academic appointments, admissions, and so on. The
postwar constitution formally guarantees academic
freedom, and university autonomy is held sacred.
Nevertheless, the government controls the purse
strings for national universities, and ties between
large employers and the national universities have
led to a perpetuation of the hierarchy in Japanese
education.58

Japanese education today is highly centralized,
with a common curriculum and little choice in
subjects. Test scores become important early and
throughout the structured progression of students
along a carefully defined path. Some suggest this has
had the impact of transformingg Japan from an
aristocracy to a society where what counts is the
university one attends.59 There is a progression,
based on examinations, that has provoked consider-
able competition among students and their parents.
While primary schools are quite egalitarian, many
students compete for the more elite national junior
high schools that grant entrance based on test scores
and, in some cases, a lottery. There are also many
private junior high schools whose entrance examina-
tions are very competitive. It is hoped that success in
an elite junior high will help guarantee entrance to
the best high schools. There is space for approxi-
mately 60 percent of all the students in public high
schools; private schools receive the rest.60

Since there is now room for all students to attend
high school of some sort, and since the curriculum
is centralized, based on the university entrance
examinations, today there is somewhat less competi-
tion for high school entry than in the past. But those
high schools (public and private) with larger num-
bers of successful university applicants are still
prized. Student selection to high school is based on
prior grades and teacher recommendations as well as
the high school entrance examination. With recent

education reforms, some of the pressure of this first
stage of Japan’s examination s y s t e m  h a s  b e e n
reduced.

While the entrance  examination system for Japa-
nese universities has been in existence for over a
century, the pendulum of common examinations v .
university-developed examinations has swung back
and forth. In the prewar period, an entrance examina-
tion was used only for those prestigious national
universities that attracted large numbers of appli-
cants. The private institutions did not require these
examinations. With the postwar educational re-
forms, a single common examination, the Japanese
National Scholastic Aptitude Test, was instituted for
all universities. This examination was abolished in
1954 and replaced by a system whereby each
university conducted its own entrance examination.
School grades and recommendations from high
school teachers were not given much weight, and
eventually educators became concerned that the
university entrance examinations did not adequately
cover the scholastic ability of applicants.61

In 1979, therefore, a new system was put into
place that eventually led to today’s two-tiered
examination system. The first stage required all
applicants to national and local public universities
(currently approximately 49 percent of all 4-year
college applicants62) to take the Joint First Stage
Achievement Test (JFSAT), a retrospective exami-
nation created by the Ministry of Education. This
examination was offered once a year to test mastery
of the five major subjects in secondary school
curriculum. In 1990, the JFSAT was abolished and
replaced by the Test of National Center for Univer-
sity Entrance Examinations (TNCUEE). The main
difference between these two tests is use and
content. The JFSAT was required of applicants to
national and local public universities only, while the
TNCUEE is taken by some applicants for some
private universities as well. In addition, the TNCUEE
requires applicants to take examinations only in
those subjects required by the universities to which

58williu Cummings,  Harvard University, personal communicatio~ August 1991,
5~n~e  Utited  Statm ad Kore% ~ving tie cr~~~ or degr~  is w~tcounts  in terms of prestige and c~crpossibilitics.  k Japan, though, the StahlS

stems from attending a university: it is more important to be ‘‘Todai Man’ ‘—to attend ‘fbkyo University, than to earn a Ph.D. James Fallows, personal
COIIIIMliCZttiOm July 18, 1991.

60C ummings,  op. cit., footnote 58.
GII~o  AIIM.UO,  ‘ ‘Educatiot i  Crisis in Japaq  ” in ~“ gs et al. (eds.), op. cit., footnote 7, pp. 38-39.
GzHorie,  op. cit., footnote 10.
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they are applying.63 The second tier of examinations
is the College Entrance Examinations (CEE), individ-
ually developed, administered, and graded by the
faculties of each of the prestigious and highly
selective universities.

While 34 percent of high school graduates seek
university entrance, only 58 percent of these appli-
cants gain entrance.64 One-third 65 of the applicants
each year are ronin, ‘‘masterless samurai, ’ who are
repeating the examinations after attending special
prep schools (yobiko) and juku (tutorial, enrichment,
preparatory, and cram schools) in order to get higher
scores, qualifying them for admission into the
prestigious universities.

In fact, the juku, or cram school, and the yobiko
have become almost a parallel school system to the
public schools. The sole curriculum of these after-
hours or additional schools is examination  p r e p a r a -
tion. There are 36,000 juku in Japan, It is a $5-billion
a year industry. More than 16 percent of the primary
school children and 45 percent of junior high
students attend juku,66 even though the extra school-
ing costs several hundred dollars a month and
represents a significant financial burden for many
families. 67 In fact, with competition even to gain
entry into some of the most successful cram schools,
some of which give their own admission tests, there
are jokes about going to juku for juku.

There has been a great deal of concern in Japan
about the impacts of ‘‘exam hell’ in two regards—
the impact on students and the impact on curriculum.
In Japan, high school is not the time of exploration
and discovery, socialization and extracurricular
activities, football games and dating that is found in
the American high school. Instead, students spend
almost every waking hour in school, in juku, or at
home studying. The school day is long and after
school children go to juku; the school week extends
through Saturday morning, and the school year is
approximately 240 days long. Pressure is great and
continuous until a student makes the final cut—

entrance into a prestigious university. One popular
saying is: “Sleep four hours, pass; sleep five hours,
fail." 68

Other impacts are more subtle, but of equal
concern: students who memorize answers but cannot
create ideas, and a curriculum that focuses every-
thing on preparation for the examinations .  W h e n
students view schooling as ‘‘. . . truly relevant when
it promotes preparation for the CEE and as only
marginally useful when it does not contribute
directly to university admission,’ ’69 this has a major
cognitive and motivational impact on students’
approaches to education. It is not clear whether a
love of learning for learning’s sake can be inspired
later, once the student jumps the final hurdle and
makes it to the home stretch of the university.
Indeed, once accepted into college, students can take
it easy and relax, discover the joys of the opposite
sex and perhaps begin to rediscover some of the
pleasures forsaken in their “lost childhoods. ” In
fact, the college period in Japan has often been
referred to as a ‘‘4-year vacation,’ although a well
earned one, since the average Japanese student ranks
at the top of the list in mathematics, science, and a
number of other subjects in international compari-
sons.70

France

The locus of control

b
for education in France
is the Ministry of Educa-1

v ( tion (MOE). The curric-
ulum, topics for exami-
nations, and guidelines
are set by MOE, with
examination questions
and overall administra-
tion coordinated by the

32 regionally dispersed academies. The Minister of
Education sets a general program of what should be
examined, but each academy is responsible for

631b1~.

~Ibld.

bsIbid.

‘iCarol Simons, ‘*They Get by With a Lot of Help From Their Kyoiku Mamas, ” Smithsonian, vol. 17, March 1987, p. 49.

b7F~Iows, op. cit., footnote 59.

68s~om, op. cit., fOOtnOte  66, P. 51.

69Nobuo  shim%  I ‘me college  Enmmce  Examination  Policy Issues in Jaw, “ Qualitative Studies in Education, vol. 1, No. 1, 1988, p. 42.

‘“Ibid., p. 52.
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Size . . . . . . . . . . . . . . . . . . . . . . . . . . . 220,668 square miles, about
twice the size of Colorado

Population . . . . . . . . . . . . . . . . . . . . . 56,184,000 (1990)
School enrollment . . . . . . . . . . . . . . 9.6 million (1988)
Age of compulsory

schooling . . . . . . . . . . . . . . . . . . . 6 to 16
Number of school days ......... 185
Selection points and major

examinations . . . . . . . . . . . . . . . . 1. State-controlled brevet at end
of comprehensive school
(age 15)

2. Baccau/caret at completion
of lycee (age 18), 38
options, 3 types of diploma,
set by each regional
academy with Ministry of
Education (MOE) oversight

3. Admission to selective
grandes ecoles via
concours after 1 to 2
more years

Curriculum control . . . . . . . . . . . . . National, central MOE control

administering the curricula and testing within a
region.71

French students spend 5 years in the ecole
primaire, or primary school, and move to the
secondary school without taking a graduation or
selection examination. However, there has been a
recent interest in examining students to see how well
the schools are doing. At the beginning of the 1989
school year, MOE, concerned with reports showing
a large proportion of students (30 percent) with
reading problems on entering secondary school, set
out on an ambitious national examination that could
be compared with the U.S. NAEP.72 Inspectors,
teachers, and specialists from all across France
gathered and created a matrix of national goals and
achievement levels. Teachers submitted ideas for
questions and, after a period of pretesting, the group
developed a common standardized test for mathe-
matics, reading, and writing at the third and sixth
grade levels. All 1.7 million students in these grades
were tested in their classrooms, and teachers admin-
istered and scored the tests using coded answer
sheets. Since the goal was to diagnose individual
problems, every student was tested and the results
were sent to parents. Each teacher was given copies

of the exercises (a mixture of open-ended and
multiple-choice questions) with discussion of the
objectives, commentary on kinds of responses stu-
dents made, and overall scoring results. Although
summative national results were collected, there was
to be no classification or comparison made between
classrooms, schools, and regions. A followup to this
examination was planned for September 1991, using
a sampling of students rather than an every student
census .73

Democratic reform implemented some 15 years
ago has meant that almost all 1l-year-olds begin
sixth grade in comprehensive secondary schools
(college) of mixed ability levels. At the completion
of comprehensive school, examinations for the
brevet de college (college certificate) are given in
three subjects: French, mathematics, and history/
geography. The brevet examinations were abolished
in 1977 and completely replaced by a school-based
evaluation. However, because of concern with
declining results and complaints about what it meant
to complete secondary school, the brevets were
reestablished in 1986. At present, graduation from
secondary school is based on a combination of
examinations controlled by the State and an evalua-
tion by the school.74

A common curriculum has been an expression of
the value placed on the ideal of a unitary, cohesive,
clearly defined French culture. Some have suggested
this unity was won at the price of official neglect of
minority and regional cultures within the country .75
But this is changing, and nowhere is this change
better reflected than in the discussion of what
subjects should be taught at the lycee (the third level
of schooling) and for the Baccalaureat (Bac), taken
at the completion of the lycee. While once the focus
was to provide the French culture generale, a
common French culture through a central curricu-
lum for the few who could demonstrate a high level
of formal academic ability in literature, philosophy,
and mathematics, this attitude has changed dramati-
cally in recent years.

TIHe~  p.J. Kreeft  (cd.), “Issues in Public Examinations,” paper prepared for the International Association for Educational Assessmen4  16th
International Conference on Issues in Public Examinations,  Maastricht, The Netherlands, June 18-22, 1990.

Tz~en~ Guen and Catherine Laeronique, ‘‘EvaluationCE-6eme. A Survey Report of Assessment Procedures in France on Mathematics, Reading
and Writing, ” paper prepared for the International Association for Educational Assessmen4  16th International Conference on Issues in Public
Examinations, Maastricht, The Netherlands, June 18-22, 1990.
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TS~~te~ and No* op. cit., footnote 6, p. 312.



Current practice has been moving to reduce the
uniformity and increase variety and options. Since
1950, the French have changed the Bac radically in
order to meet demands for a more relevant set of
curricula and to open access to a larger group of
students. While in the period before 1950 there were
4 options, the Bac has diversified into some 53
options and 3 types of Bac diploma: secondary
(general) education diploma, with 8 options; techni-
cian/vocational Bac, with 20 options; and, since
1985, a new vocational diploma with 25 options.76

The vocational and technical programs have been
strengthened and the numbers of students enrolled
are also rising.

Indeed, one of the goals of education reform in
France has been to democratize the Bac. Between
ages 13 and 15, the proportion of children attending
schools leading to the Bac drops from 95 to 67
percent. Among these, one-half actually passed the
Bac in 1990, i.e., 38.5 percent of students in the
relevant age group were eligible for admission to
university. 77 In 1991, 46 percent of the examinees
passed. 78 This represents a dramatic reform to the
French pyramidal system: in 1955, only about 5.5
percent of French students qualified for university-
level education.79 The French Government has set a
goal for the year 2000 to have 80 percent of students
in the age group reach the Bac level.80 Part of this
process is the creation of a number of new techno-
logical, vocational, and professional Bacs, and better
counseling for students concerning specialties,
along with restructuring of the Bac to make all tracks
as prestigious as the “Bac C,” the mathematically
oriented track.81

Despite these changes, the Bac remains a revered
institution in France. It is debated each year as
questions and model answers are printed in newspa-
pers after the examinations are given each spring. A
central core of general education subjects (e.g.,
French literature, philosophy, history, and geogra-

phy) is required of all candidates, but different
weights are given in scoring them depending on the
student’s specialization. Examination formats are
generally composed of four types of questions: the
dissertation-an examination that consists of a
question to be answered in the form of an essay; a
commentary on documents; open-ended questions;
and multiple-choice questions for modern foreign
languages.

82 While MOE formulates the various Bac
examinations, working from questions proposed
each year by committees made up of lycee and
university teachers, each academy provides its own
version from centrally approved lists. Thus ques-
tions for each subject, though all of the same nature
and level of difficulty, vary from one region to
another. Teachers are given some latitude to set their
own standards of grading, and there have been
concerns regarding a lack of common standards and
comparability in the various forms of the Bac.

Today the Bac can no longer be described as a
single nationally comparable examination  a d m i n i s -
tered to all candidates. While success in the Bac
remains the passport to university study, it has been
suggested that today there is more than one class of
travel in a two-speed university system. 83 Thus entry
to the slower track remains automatic with the Bac,
but entry into more remunerative and prestigious
lines of study (classes preparatoires of grandes
ecoles and faculties of medicine, dentistry, and some
science departments) require high scores in a more
difficult Bac series. Students who wish to seek
admission to the highly selective grandes ecoles,
which provide superior study conditions and en-
hanced career opportunities for higher ranks of
government service, professions, and business, com-
pete in another examin ation, the concours, usually
taken after another year or two of intense prepara-
tion. This competition is rigorous; only 10 percent of
the age cohort attends the grandes ecoles.84 Thus,
competition to enter a prestigious university or

76sylvie Auv~a~ ~ul~~  ~mi~,  French  Embassy,  was~gton  Dc, peEsoti  mmmunicatio~  f%ugIMt  1991.

nEmbassy  of  Frmce,  c~tm~  Sewice,  organi~afion  of the  French  Educatio~l  System &ading  to  the  French Baccalaureate (Washington DC:

January 1991).
TsAuvilli~,  op. cit., footnote 76.

T~~tein and Noah, op. cit., footnote 6, P. 3M.

Watioml Endowment for the Humanities,  op. cit., footnote 37, p. 9.
811bid.

82Kreeft,  op. cit., footnote 71, p. 16.

sJfi~te~ ~d No~ op. cit., footrtote 6, p. 3@.

~Ibid.,  p. 304.
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professional track has maintained the high value
placed on examinations in France.

Germany

Germany is credited
b with pioneering the use

$ o f  examinations in Eu-r rope. In 1748, candidates
for the Prussian civil serv-
ice were required to take
an examination. Later,
as a university education
became a prerequisite for
government service, the

A b i t u r  examination was introduced in 1788 as a
means for determining completion of middle school
and consequent eligibility for a university entrance.85

Today tracking into one of three lines of schooling
begins at approximately age 10 in Germany. After
completing 4 years of common schooling (grund-
schule), German students move into one of three
lines of schooling. The hauptschule (main school) or
lower general education extends for 5 years and
leads to terminal vocational training at about age 16.
The realschule or higher general education extends
for 6 years and directs students to intermediate
positions in occupations. The gymnasium is the
university track and extends for 9 years. There is also
a gesamtschule: 6 or 9 years of comprehensive
schooling containing all three lines. During each of
these levels of schooling there are relatively few
examinations until their conclusion. There is a
reasonable balance in the number of openings for the
next level for each track, and examination  p r e s s u r e
is not terribly intense at this level.86 Because of a
traditionally strong and well-respected vocational
track, Germany’s dual system means that students
have several options available to them. Ironically,
the traditional distinctions between these two career
paths is becoming somewhat blurred and so, by the
same token, is the function of the Abitur. Increasing
numbers of Abitur holders are turning toward
apprenticeship or technical training rather than

Size . . . . . . . . . . . . . . . . . . . . . . . . . . . 137,743 square miles, slightly
smaller than Montana

Population . . . . . . . . . . . . . . . . . . . . . 77,555,000 (1990)
School enrollment . . . . . . . . . . . . . . 11.0 million (1988)
Age of compulsory

schooling .. . .. .. .. .. ........6 to 16
Number of school days ......... 160 to 170 (varies per State)
Selection points and major

examinations . . . . . . . . . . . . . . . . 1. Tracking at end of common
school (age 10) into three
lines of schooling, but not via
examination

2. Abitur at end of grade 13 for
university entrance,
determined by each State
(/and), with oversight by na-
tional government

Curriculum control . . . . . . . . . . . . . Land control

academic careers, changing the function of the
examination process.87

At the conclusion of grade 13 in the gymnasium,
students take the Abitur, which entitles them to study
at their local university or any university in Ger-
many. 88 The specific content of each Abitur is

determined by the education ministries in the
various lander (or States) in Germany, within a
general framework established by the national Stand-
ing Conference of Ministers of Education and
Cultural Affairs. It should be noted that the Abitur,
like the French Bac, has changed over the years as
the number of students in gymnasium has increased,
and greater numbers of Abitur holders has meant
restrictions on their constitutional right to enroll at
a university in a chosen course of study. In 1986,
23.7 percent of the relevant age group held the
Abitur. 89

In the past, the Abitur required candidates to
complete an extraordinarily demanding curriculum,
but in recent years the breadth and depth of studies
has been reduced as variety and options have added
diversification to what was once a relatively uniform
examination. Demands made on students have been
subject to swings; in 1979, candidates could take
selected subjects at lower levels of difficulty, but in
the fall of 1987 the Council of Ministers reconsid-
ered these changes and restored some of the older
regulations and standards, especially limiting candi-

85Cummings, op. cit., footnote 43, p. 90.

8%id.,  p. 92.
6Tfikste~  ~d No* op. cit., footnote 6, p. 306.
88Q~te  a hi~ nw~r  of students do not study a[ their local university, but at another elsewhere iII Germany. Wk of plains at the IOC~ ~v~sity

means that some students have to study at distant universities. Reinhard Wiemer, second secretary, German Embassy, Washington DC, personal
COIILUWliCdiO~  August 1991.

6~atio~ Endowment for the HurnarII‘ties, op. cit., footnote 37, p. 29.
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dates’ freedom to select subjects at lower levels of
difficulty. Students choose four subjects in which to
be examined, across three categories of knowledge:
languages, literature, and the arts; social science;
and mathematics, natural sciences, and technology.
Examinations are strongly school-bound, with much
effort placed on tying questions to the training
provided by a particular school. Even if questions
are provided centrally across a /and, different sets
are provided from which teachers may choose. In
virtually all lander, the assessment of the examina-
tion papers takes place entirely within the school, by
the students’ own teachers. Only Baden-Wurtenberg
has a system of coassessment by teachers of other
schools. 90

Examinations always consist of open-ended ques-
tions, which usually require essay responses. Some
examinations are oral, while others, in subjects such
as art, music, and natural sciences, may involve
performance or demonstration .91

Despite the open format of the Abitur, there has
been more concern with comparability across the
various lander than across individuals, since school-
ing is a land prerogative. There is a delicate balance
between State ownership of examinations and na-
tional comparability. As a result, some lander regard
Abitur earned in other lander with a certain degree

of suspicion, limiting student ease of movement to
universities across the country and comparability
and transferability of credentials.92

Sweden

Swedish schooling has.l~
b ()

L“

always been character->,? ,,$ ized by a blend of central/“

‘}

‘\ )t w“ control of curriculum and
,7

By
decentralized manage-

,
&%< ment and assessment. In

. ~;~‘} (-
seeking to offer equiva-

~“-y--”~ .:>>,&. lent education to all stu-
).( Q’ u ,,>7 :p~,, dents, regardless of social,> ...—-

background or geographic
location, there has been a national curriculum,

Size . . . . . . . . . . . . . . . . . . . . . . . . . . . 173,731 square miles, slightly
larger than California

Population . . . . . . . . . . . . . . . . . . . . . 8,407,000 (1990)
School enrollment . . . . . . . . . . . . . . 1.2 million (1987)
Age of compulsory

schooling . . . . . . . . . . . . . . . . . . . 7 to 16
Number of school days ..... ....180
Selection points and major

examinations . . . . . . . . . . . . . . . . 1. After compulsory school (age
16) admission to upper
secondary school
(gymnasieskolan) by marks,
not examinations.

2. University entrance by
grades or the Swedish
Scholastic Aptitude Test
(national tests).

Curriculum control . . . . . . . . . . . . . National, common curriculum
with local flexibility

accompanied by detailed earmarking of grants to
municipal authorities for the organization and ad-
ministration of schools. Recent reforms have speci-
fied that the national government will indicate goals
and guidelines, while municipalities are responsible
for the achievement of targets set by the national
education authority. Each municipality will receive
financial support from the national authority, but
without detailed spending regulations.93

Compulsory schooling for Swedish children be-
gins at age 7 and extends through grade nine, to age
16. The elementary school (Grundskol) is divided
into three levels: lower (1 to 3); middle (4 to 6); and
upper (7 to 9). Students remain in common heteroge-
neous classes throughout the first 9 years, but at the
upper school level (grades 7 to 9) they begin to
choose from a number of elective courses. There is
a common curriculum for all schools at each level;
those studying any given subject at the same level
follow the same curriculum, have the same number
of weekly periods, and use common texts and
materials. However, it is understood that within the
general framework it is up to the teacher to develop
his or her own approach to teaching the subject.94

After finishing compulsory schooling at age 16,
the great majority of students continue on to the
integrated upper secondary school or gymnasieskolan.
At the upper secondary school, there area variety of

~~eeft,  Op. cit., footnote 71, P. 18.

glNatio~  Endowment for the HUrnanities, op. cit., footnote 37, p. 29.
~~~tein  ad No*  op. cit., footnote 6, p. 314.
gsAs of J~y  1, 1991, tie NatiO~ Bo~d  of ~ucation  md regio~ COMtry  education cotifiees were abolished and a new centd education aUdlOfi~

was established. Karin Rydberg, A Redistribution of Responsibilities in ~he  Swedish School  System  (Stockholm, Sweden: The Swedish National Board
of Educatiom  January 1991).

%National Swedish Board of ~ucatio~ ‘ ‘Assessment in Swedish Schools, “ informational document, February 1985, p. 1.
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courses of study in 2-, 3-, and 4-year programs.
Overall some 25 options or lines of study are
available, each characterized by a combination of
special subjects and a common core of compulsory
subjects. 95 Admission to the integrated upper sec-
ondary school is based on teacher grades (referred to
as marks) obtained in elementary school, with a
certain minimum average required. All subjects
(including music, drawing, and handicraft) are
included in computing the marks, with none weighted
more heavily than any other. In 1983, approximately
85 percent of the age cohort were admitted to the
gymnasieskolan, with 10 percent applying and not
admitted, and about 5 percent not applying to upper
level schooling.96

Assessment in Swedish schools consists of both
marks and standardized tests (centralaprov). The
individual teacher is solely responsible for the
marking, and no educational or legal authority can
alter a given mark or force a teacher to do so. Marks
are given at the end of each course as a means of
providing information to the students and parents on
the student’s level of success in a course, and are the
basis of selection of students for admission to the
upper secondary school and to the university. Thus
there is considerable effort to provide assurance that
marks have the same value, despite the fact that
marks are given by thousands of individual teachers
across the country.

The main purpose of standardized achievement
testing in Sweden is to enable the teachers to
compare the performance of their own class with that
of the total population and adjust their marking
scale. While the centralaprov are developed by the
national education authority, the tests correspond
closely to the syllabi and are aimed at measuring
achievement based on national standards. All stand-
ardized tests, which are short answer, fill in the
blank, and short essay examinations, are centrally
developed but administered and graded by the
classroom teacher. Detailed instructions on scoring
principles are issued by the national board. A sample
of results representative of the total population of
students tested is submitted to the national board,
and marking norms are developed so that test results
can be converted into one of the marks on the 5-point
Swedish scale. These norms are then sent to all

schools, and teachers mark their tests based accord-
ingly.

Although some tests are used for diagnosis at the
classroom level, neither these nor centralaprov are
used for selection or school accountability in the
sense of ranking schools. A large number of
standardized tests measuring skills and knowledge
are used, along with diagnostic materials. Achieve-
ment testing is not conducted until grade eight (in
English) and grade nine in Swedish and mathemat-
ics. All standardized tests at the elementary level are
voluntary for the school and/or teacher; however,
about 80 percent of all teachers use them. These tests
are used repeatedly over a period of some years and
are kept confidential.97

In the upper secondary school, the standardized
achievement tests must be given in each subject.
These, too, have been developed by the national
board and are scored by teachers.

Final assessment of each student at the end of a
term is a carefully orchestrated business. Teachers
keep records of each student’s performance on
compulsory written tests (in addition to the standard-
ized tests); these are filed and made available when
the inspectors from the county education commit-
tees visit schools. On these visits, they check to see
if the marking principles applied by the teacher are
more lenient or severe than national norms. At the
end of a term, the teacher surveys all evaluation data
collected above (written tests, standardized tests,
and observations based on running records) and
ranks the pupils in the class from top to bottom on
the same 5-point scale.

Here again the standardized tests play an impor-
tant role. First the teacher calculates the mean of the
preliminary marks and records their distribution
over the 5-point scale, then compares these data with
the mean and distribution of marks obtained by the
class in taking the standardized tests. These results
are compared and the teacher adjusts the preliminary
marks as he or she sees fit, depending on the
circumstances surrounding the standardized test (the
class may not have covered some part of the
standardized test, or there may have been several of
the best or the weakest pupils missing when the test
was administered, thus skewing results.) The final

QSIbid., pp. 3-5.

‘Ibid., p. 3.

QUbid.,  p. 13.
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judgment is the teacher’s, although a meeting called
the class conference, attended by the head, assistant
head, and all teachers teaching the class for one or
more subjects, is also held. At this meeting, compar-
isons are made between the standard achieved in
different subjects and between the achievements of
different classes in the same subject. “A teacher
who wants to retain noticeable differences between
test results and preliminary marks has to convince
the class conference that there is a valid reason for
doing so."98

Sweden abolished its school-leaving examination
(for graduation) in the mid-1960s. From that point
on, admission to universities and colleges for
students coming directly from the upper secondary
school has been based entirely on the marks given by
teachers. Applicants 25 years or older and with more
than 4 years of work experience were admitted based
on the Swedish Scholastic Aptitude Test (SWESAT).
This test consists of 6 subtests, for a total of 144
multiple-choice items, with a testing time of approx-
imately 4 hours. The SWESAT is administered by
the National Swedish Board of Universities and
Colleges, with test construction placed in the hands
of the department of education at Umea University.
About 10,000 persons take the test each year. The
selection procedure was part of an elaborate system
of quota groups to ensure a fair distribution of
openings for different groups of applicants. There
are three groups: those submitting formal measures
of academic ability-grades and SWESAT for those
who have not completed upper secondary education;
those relying on work experience-which for all
groups of applicants may compensate for a low score
on academic ability; and a small number of places
for those accepted for special reasons, despite low
scores.

In the 1970s and 1980s, the number of applicants
to higher education greatly exceeded the number of
available places, and this created debate. The
existing system of quotas was criticized for being
cumbersome, uniform, and complex. Furthermore,
the use of work experience was criticized on the
grounds that it delays the transition to higher

education. In fact work experience has become
almost compulsory for many programs in high
demand. (Today the average age of a first-year
freshman in Sweden is 23.) The fact that practically
all experience is given credit, regardless of relevance
to the study program in question, has also been
debated. Some believe the system should give
weight largely to academic ability as a better
predictor of success in higher education.

As a result of this debate, the Swedish Parliament
established a new scheme for selection to higher
education that more strongly stresses the need for
measures of academic ability and restricts the role of
work experience. The new system, which went into
effect in July 1991, uses several factors for determin-
ing admission. Average grades from upper second-
ary school will continue to constitute a major factor
in the selection process. (Between one-half and
two-thirds of all students will be selected on the
basis of grades alone.) A general aptitude test
(currently the SWESAT) is open to students leaving
upper secondary school as well. This is seen as an
alternative path to higher education for those who do
not have sufficient grades. Between one-third and
two-thirds of all students will be selected on the
basis of the test results. Finally, flexibility is being
added to ensure that a small number of students can
be admitted on an individual basis.99 It is not yet
clear what the impact of these changes will have on
school curriculum across Sweden.

England and Wales

The Education Reform

f
,+ Act (ERA) of 1988 set in7

‘3 motion a major overhaul.-
of the education system

Da

of the United Kingdom
d (England, Wales, and

Northern Ireland).l00 Al-
though authority over the
schools had been shift-
ing from local to central

government at least since the second World War, the
1988 reforms were seen by many as a watershed
event. One analysis by comparative education re-

981bid., p. 17.

%ans  JanssorL ‘Swedish Admissions Policy on the Road From Uniformity and Central Planning to Flexibility and Imcal  Influence?’ paper prepared
for the International Association of Educational Assessment, November 1989. See also Ingemar W- Department of Educatio%  University of Umea,
Swede% “The Swedish Scholastic Aptitude lkst: Development, Use and Research” unpublished document, October 1990.

l~ere ~e ~~~ly ~w edu~ationsystems  ~ ~eunited  Kingdom:  one for England and Wales, a second forscotland, and a third for Northern Irekmd.
This report deals predominantly with England and Wales, but all three systems are reforming curriculum and assessment programs.
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Size . . . . . . . . . . . . . . . . . . . . . . . . . . .

Population . . . . . . . . . . . . . . . . . . . . .
School enrollment . . . . . . . . . . . . . .
Age of compulsory

schooling . . . . . . . . . . . . . . . . . . .
Number of school days . . . . . . . . .
Selection points and major

examinations . . . . . . . . . . . . . . . .

Curriculum control . . . . . . . . . . . . .

94,226 square miles, slightly
smaller than Oregon
57,121,000 (1990)
10,089,000 (1983)

5 to 16
192a

1. New national assessments
at age 7, 11, 14, 16 (not for
selection)

2. Two-tiered school-leaving
examinations: General
Certificate of Secondary
Education at age 16 or
earlier; “A levels” at grades
11 or 12 (sixth form) at age
18 (all set by local boards,
national oversight,
considered for university
entrance)

National, central control (since
1988)

awayne  Riddle,  congr~sional  Research Serviee,  personal mn’WWnb-
tion,  Nov. 26, 1991.

searchers concluded that the reforms ‘‘. . . repre-
sented an abrupt acceleration of the otherwise
glacially slow process of transferring authority over
the schools from local to central government. ’’ lO1

England always had a diverse and decentralized
school system. The great universities and ‘‘public”
schools, l02 which were closely tied to the Church of
England, existed for the upper classes; there was no
need for selective entrance examinations, given that
student qualifications were not an issue for admis-
sions. 103 In the middle of the 19th century, England’s
highly decentralized system distinguished it from
other European countries, which already had strong
central curricula and uniform school-leaving exami-
nations. To bring some order to the system, the
British Government instituted the “payment by
results’ system. Beginning in 1861, local govern-
ments whose students performed well on a special
national test received extra subsidies. The goal of
this policy was to promote quality in key subject
areas. There was no attempt to create a central
curriculum. l04 This testing program was eventually
scuttled because of dissatisfaction with the inequali-
ties it aggravated. Schools that had the most difficult

problems were those that suffered most under the
system; essentially the rich got richer.

Following World War II, in an effort to democra-
tize secondary school selection procedures, the 11+
examination was developed. These were local exam-
inations, run by local education authorities (LEAs).
The goal was to track students at age 11, according
to ability, as measured on the examination and
according to need. Roughly 20 percent of students
were tracked into grammar school (i.e., the college
preparatory track) and the rest into secondary
‘‘modern’ schools. As LEAs introduced compre-
hensive schools in place of the grammar and
secondary modems, the 11+ was no longer needed.
Although it is still in use in a small number of places
in England and Wales, by and large the 11+ was
dropped during the 1960s and 1970s.

The General Certificate of Secondary Education
(GCSE) continues the tradition of local control of
curriculum and testing. Although the concept of
merging the prior “ordinary” examination (“O
levels”) and the GSCE examinations g o e s  b a c k  t o
the early 1970s, the frost GCSE examinations were
administered in 1988. The GCSE became the single
examination, mirroring the switch from the grammar
and secondary moderns to one comprehensive
school. The GCSE is taken by students at the age of
16 or earlier. Local groups of teachers and school
administrators, through the examining boards, intro-
duce examination topics related to their own syllabi.
A central School Examinations a n d  A s s e s s m e n t
Council, established by Parliament, establishes na-
t i o n a l  examination criteria to which all GCSE
syllabi and examinations must conform. Recruit-
ment into certain jobs and selection into advanced
training are influenced by the number and quality of
passing grades on the GCSE.

More advanced examinations, the ‘A levels’ are
also offered in the upper grades of comprehensive
school (age 18). Success on at least three A levels
has become an important criterion for advancement
to university study. Thus the school-leaving exami-
nation system in the United Kingdom has evolved
into a two-tiered examination system. A recent

IOINoa md  m~te~  op. cit., footnote 44, p. 25. This characterization may be somewhat overstated, given that  bc~ management of schools remains
an important component of the school system. Robert Ratcliffe,  academic programs officer, The British Counci~ pwsonal communication, Aug. 15,
1991.

102English ‘‘public” schools would be called ‘‘private” in the American idiom.
103 Cummings, op. cit., footnote 43.

l~Ibid.,  p. 93.
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survey of 16-year-olds in England showed slightly
over one-half planning to continue their education.
About one-third of the country’s 16-year-olds, who
achieved grades of A, B, or C (on a scale of A to G)
on five or more of their GCSE examinations ,  a r e
most likely to continue. In 1988-89,22 percent of all
18-year-olds in England passed one or more A-level
examinations; 12 percent, three or more.105 Students
have, in the past, been able to select their own
subjects for the GCSE and its predecessors and for
the A levels.l06 There is some concern that early
specialization in grades 11 and 12, to prepare for A
levels, is one factor causing many students to
abandon study in mathematics and the sciences at
age 16 in favor of the humanities or social sciences.

The background for the 1988 reform was similar
to the push for educational changes in the United
States: business people were complaining that stu-
dents arrived at the workplace lacking basic skills,
while others were troubled by inequalities in teach-
ing, resources, and by an education system out of
sync with technology. The Conservative Govern-
ment under Margaret Thatcher put into place a
reform bill that forced the issue. As the chief
executive of the newly established National Curricu-
lum Council noted: “The educational establish-
ment, left to its own, will take a hundred years to buy
a new stick of chalk. . . . In the end, to say: ‘It’s time
you guys got on with it; here’s an act and a crisp
timetable’ was probably necessary. ’ ’107

First and foremost, the ERA defined a comprehen-
sive national curriculum for all public school stu-
dents ages 5 to 16. These students are to take
foundation subjects: core subjects are English (Welsh,
in Wales), mathematics, and science, plus, for 11- to
16-year-olds, technology (including design), his-
tory, geography, music, art, physical education, and
modern foreign language. Attainment targets set
general objectives and standards for 10 levels
covering the full range of pupils of different abilities
in compulsory education. Average pupils will reach
level two by age 7; each new level represents, on
average, 2 years of progress. The statements of
attainment provide the basis for the assessment

arrangements. Assessment is to take place by
classroom teachers throughout the year, with special
soundings via national tests known as standard
assessment tasks (SATs) given at or near the
completion of each of four ‘key stages’ of teaching
(ages 7, 11, 14, 16).

The assessments are meant to serve multiple
purposes:

. . . formative, providing information teachers can
use in deciding how a pupil’s learning should be
taken forward, and in giving the pupils themselves
clear and understandable targets and feedback about
their achievements; summative, providing overall
evidence of the achievements of a pupil and of what
he or she knows, understands and can do; evaluative,
providing comparative aggregated information about
pupils’ achievements as an indicator of where there
needs to be further effort, resources, changes in the
curriculum; and informative, helping communi-
cation with parents about how their child is doing
and with governing bodies, LEAs and the wider
community about the achievements of a school.108

The objective is to keep the schools working
within a national framework but with local discre-
tion in implementing the curriculum. As parents can
now send children to any school they choose, it is
anticipated that parents will compare published
examination results of schools, and thus schools will
try to raise standards to attract more pupils. l09 But
there is concern that comparisons may mask differ-
ing social and economic levels of students, and that
problems associated with the “payment by results’
approach of 100 years ago could return. Teachers
also feel overwhelmed by the requirements of the
program: the double system of assessment at key
stages—with the SATs as well as continuous
assessment in the classroom-means that British
school children will soon be the most assessed in
Europe.

The program is being implemented at the primary
level in the spring of 1991 and will be phased in over
the next 3 years. Secondary students may be
assessed through GCSEs or according to National
Curriculum assessments at age 16. GCSE criteria

lo5Natio~  Endowment  for the Humanities, op. Cit., fOOtnOte  37, p. 45.

lo6Few schools allowed s~den~  to omit mathematics and English for the General Certificate of Secondary Education and its predecessors, but roles
about what must k studied at this level will become tighter under the national curriculum assessment. Nuttal, op. cit., footnote 14.

1°7Tim Brookes,  *’A Lesson to Us All,” The Atlantic, vol. 267, No. 5, May 1991, p. 28.

108 Dep~ent  of ~ucation and Science, National Curriculum: From Policy (o Practice (Stanmore,  England: 1989),  p. 6.
l~rmke5, op. cit., footnote 107.
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and syllabi will be brought into line with the
statutory requirements for attainment targets, pro-
grams of study, and assessment strategies, but the
relationship between National Curriculum’s 10 lev-
els of attainment and the GCSE grades has yet to be
determined.l10 In early 1991, plans were announced
to require all students to take GCSEs in the three
core subjects of English (or Welsh), mathematics,
and science. The study of either history or geogra-
phy, technology, and a modem foreign language is
also compulsory to age 16. Students can choose
whether to have their competence in these and other
subjects assessed by GCSE examinations. 111

The SATs are one of the most interesting features
of the program, and the feature most likely to
influence curriculum. As in most European testing
programs, the SATs have only open-ended ques-
tions. Many innovative testing approaches were
developed for an earlier comprehensive assessment
England embarked on in 1975.112 These innovative
test items and formats are the basis for many of the
performance testing items that are to become the
backbone of the SATs and classroom assessment
procedures under the new program.

A nationally representative sample of students at
ages 11, 13, and 15 were tested in a survey similar
to NAEP. The 1975 goal was to assess the achieve-

ment and knowledge of student performance in four
areas: mathematics, language, science, and foreign
languages.

Mathematical abilities were tested in several
formats, including 50 short-response items drawn
from a total of 700 test items in each survey. A
subsample of students in each age group were given
written tests of problem-solving skills; another
subsample of 1,200 students in each age group were
given oral tests of problem-solving tasks. The
mother language survey assessed reading, writing,
and ‘‘ oracy," a term coined for its analogy to
literacy as a measure of the ability to communicate
effectively in a spoken as opposed to written
medium. The science assessments were made up of
individual and small group tasks emphasizing prac-
tical skills performed at a number of “stations.”
Foreign language testing used oral and written
testing formats.

The program led to the evolution and application
of innovative techniques to assess student perform-
ance, such as mathematical skills in a practical
context, especially those whose mathematical abili-
ties were masked by reading difficulties; written and
spoken skills in the mother tongue and in foreign
languages; and practical assessments in science.

ll~pment of~uc~on and Science, op. cit., footnote 108, paragraph 6.7.

11 INatio~ Endowment for the HumaKu“ties, op. cit., footnote 37, p. 45.
11~1~ Bws~l, 4‘~ovat ive FOrmS of Assessment: A United Kingdom Perspective, ‘‘ Educational Measurement: Issues and Practice, vol. 5, No.

1, spring 1986.
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CHAPTER 6

Standardized Tests in Schools: A Primer

Highlights
A test is an objective and standardized method for estimating behavior, based on a sample of that

behavior. A standardized testis one that uses uniform procedures for administration and scoring in order
to assure that results from different people are comparable. Any kind of test—from multiple choice to
essays to oral examinations--can be standardized if uniform scoring and administration are used.

Achievement tests are the most widely used tests in schools. Achievement tests are designed to
assess what a student knows and can do as a result of schooling. Among standardized achievement tests,
multiple-choice formats predominate because they are efficient, easily administered, broad in their
coverage, and can be machine scored.

Advances in test design and technology have made American standardized achievement tests
remarkably sophisticated, reliable, and precise. However, misuse of tests and misconceptions about what
test scores mean are common.

Tests are often used for purposes for which they have not been designed. Tests must be designed
and validated for a specific function and use of a test should be limited to only those functions. Once tests
are in the public domain, misuse or misinterpretation of test results is not easy to control or change.

Because test scores are estimates and can vary for reasons that have nothing to do with student
achievement, the results of a single test should never be used as the sole criterion for making important
decisions about individuals. A test must meet high standards of reliability and validity before it is used
for any “high-stakes” decisions.

The kind of information policymakers and school authorities need to monitor school systems is very
different from the kind teachers need to guide instruction. Relatively few standardized tests fulfill the
classroom needs of teachers.

Existing standardized norm-referenced tests primarily test basic skills. This is because they are
‘‘generic” tests designed to be used in schools throughout the Nation, and basic skills are most common
to all curricula.

Current disaffection with existing standardized achievement tests rests largely on three features of
these tests: 1) most are norm-referenced and thus compare students to one another, 2) most are multiple
choice, and 3) their content does not adequately represent local curricula, especially thinking and
reasoning skills. This disaffection is driving efforts among educators and test developers to broaden the
format of standardized tests. They seek to design tests more closely matched to local curricula, and to
design tests that best serve the various functions of educational testing.

Changing the format of tests will not, by itself, ensure that tests are better measures of desired goals
nor will it eliminate problems of bias, reliability, and validity. In part because of these technical and
administrative concerns, test developers are exploring ways to improve multiple-choice formats to
measure complex thinking skills better. As new tests are designed, new safeguards will be needed to
ensure they are not misused.

How Do Schools Test? applications in nonschool settings as well, are used

Nearly every type of available test designed for by trained personnel such as guidance counselors,

use with children is used in schools. Tests of speech-language specialists, and school psycholo-
personality, intelligence, aptitude, speech, sensory gists. Certain tests, however, have been designed
acuity, and perceptual motor skill, all of which have specifically for use in educational settings. These

- 1 6 5 -
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SOURCE: Office of Technology Assessment, 1992; adapted from F.L. Finch, “Toward a Definition for Educational
Performance Assessment,” paper presented at the ERIC/PDK  Symposium, August 1990.

tests, commonly referred to as achievement tests, are
designed to assess student learningin school subject
areas. They are also the most frequently used tests in
elementary and secondary school settings; with few

exceptions all students take achievement tests at
multiple points in their educational careers. Educa-
tional achievement tests are the primary focus of this
report.

Figure 6-1 shows the distinction between educa-
tional achievement tests and the other kinds of tests.
Achievement tests are designed to assess what a
student knows and can do in a specific subject area
as a result of instruction or schooling. Achievement
test results are designed to indicate a student’s
degree of success in past learning activity. Achieve-
ment tests are sometimes contrasted with aptitude
tests, which are designed to predict what a person
can be expected to accomplish with training (see box
6-A).

Achievement tests include a wide range of types
of tests, from those designed by individual teachers

to those designed by commercial test publishing
companies. Examples of the kinds of tests teachers
design and use include a weekly spelling test, a final
essay examination in history, or a laboratory exami-
nation in biology. At the other end of the achieve-
ment test spectrum are tests designed outside the
school system itself and administered only once or
twice a year; examples of this include the familiar
multiple-choice, paper-and-pencil tests that might
cover reading, language arts, mathematics, and
social studies (see box 6-B).

The first important distinction when talking about
achievement tests is between standardized and
nonstandardized tests (see figure 6-1 again).l A
standardized test uses uniform procedures for ad-
ministering and scoring. This assures that scores
obtained by different people are comparable to one
another. Because of this, tests that are not standard-
ized have limited practical usefulness outside of the
classroom. Most teacher-developed tests or "back-of-
the-book’ tests found in textbooks would be consid-

IFrefick L. Finch  The Riverside Publitig CO., “Toward a Definition for Educational Perfo rmance  Assessmen~” paper presented at the
ERIC/PDK Symposium, 1990.
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Photo credit: Dennis Galioway

Standardized achievement tests are often administered to many students at the same sitting. Standardization means that
tests are administered and scored under the same conditions for all students and ensures that results are

comparable across classrooms and schools.
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Box 6-A—Achievement and Aptitude Tests: What is the Difference?

Attempts to measure learning as a result of schooling (achievement) and attempts to measure aptitude
(including intelligence) each have different, yet intertwined, histories (see ch. 4). Intelligence testing, with its strong
psychometric and scientific emphasis, has influenced the design of achievement tests m this country. Achievement
tests are generally distinguished from aptitude tests in the degree to which they are explicitly tied to a course of
schooling. In the absence of common national educational goals, the need for achievement tests that can be taken
by any student has resulted in tests more remote from specific curricula than tests developed close to the classroom.
The degree of difference can be subtle and the test’s title is not always a reliable guide.

A test producer’s claims for an achievement test or an aptitude test do not mean that it will function as such in all
circumstances with all pupils.l

There clearly is overlap between a pupil’s measured ability and achievement, and perhaps the final answer to the
question of whether any test assesses a pupil’s achievement or a more general underlying trait such as verbal ability
rests with the local user, who knows the student and the curriculum he or she has followed.2

The farther removed a test is from the specific educational curricula that has been delivered to the test taker, the more
that test is likely to resemble a measure of aptitude instead of achievement for that student.

Whenever tests are going to be used for policy decisions about the effectiveness of education, it is important
to assure that those tests are measuring achievement, not ability; inferences about school effectiveness must be
directly tied to what the school actually delivers in the classroom--not to what children already bring to the
classroom. Accordingly, tests designated for accountability should be shown to be sensitive to the effects of
school-related instruction.3

To understand better the distinctions currently made between achievement and aptitude tests, it is helpful to
turn to one of the “pillars of assessment development,”4 Anne Anastasi:

Surpassing all other types of standardized tests in sheer number, achievement tests are designed to measure the
effects of a specific program of instruction or training. It has been customary to contrast achievement tests with

1~~ Gardner, “Some Aspeets  of the Use and Misuse  of Standardized Aptitude and Achievement ‘Rsts,”  AbiJity T~ting:  Uses,
Consequences, and Controversies, part2, Alexandra. Wigdor and Wendell R. Garner (eds.)  (Washington, DC: National &X&lypreSS,  1982),
p. 325.

zp~er w. ~~ “RevieW  Of IOWa ‘I&W Of Basic  skills, Forms 7 and 8,” VO1.  1, hUM%
V. Mitchell, Jr. (cd.) (Linco~  NE: The University of Nebraslm  Press, 1985), p. 720.

3N0 aebievernent tcs~ thou~ will mmnm onZy school-related learning. For any chilq  learning takes place daiIy and as a result of all
his or her cumulative experiences. “No test reveals how or why the individual rcaehcd tit level.” Anne Anastasi

publishing Co, 1988), p. 413.

6rol Schneider Lie “Historical Perspectives,”

ered nonstandardized. Although these tests may be conclusions that can be made on the basis of test
useful to the individual teacher, scores obtain&l by
students on these tests would not be comparable--
across classrooms, schools, or different points in
time-because the administration and scoring are
not standardized.

Thus, contrary to popular understanding, “stand-
ardized’ does not mean norm-referenced nor does it
mean multiple choice. As the tree diagram in figure
6-1 illustrates, standardized tests can take many
different forms. All achievement tests intended for
widespread use in decisions comparing children,
schools, and districts should be standardized. Lack
of standardization severely limits the inferences and

results. A test can be more or less standardized (there
is no absolute criterion or yardstick to denote when
a test has ‘‘achieved’ standardization); as a result,
teacher-developed tests can incorporate features of
standardization that will permit inferences to be
made with more confidence.

Most existing standardized tests can be divided
into two primary types based on the reference point
for score comparison: norm-referenced and criterion-
referenced.

Norm-referenced tests help compare one stu-
dent’s performance with the performances of a large
group of students. Norm-referenced tests are de-
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aptitude tests, the latter including general intelligence tests, multiple aptitude batteries, and special aptitude tests.
From one point of view, the difference between achievement and aptitude testing is a difference in the degree of
uniformity of relevant antecedent experience. Thus achievement tests measure the effects of relatively standardized
sets of experiences, such as a course in elementary French, trigonometry, or computer programming. In contrast,
aptitude test performance reflects the cumulative influence of a multiplicity of experiences in daily living. We might
say that aptitude tests measure the effects of learning under relatively uncontrolled and unknown conditions, while
achievement tests measure the effects of learning that occurred under partially known and controlled conditions.

A second distinction between aptitude and achievement tests pertains to their respective uses. Aptitude tests
serve to predict subsequent performance. They are employed to estimate the extent to which the individual will profit
from a specified course of training, or to forecast the quality of his or her achievement in a new situation. Achievement
tests, on the other hand, generally represent a terminal evaluation of the individual’s status on the completion of
training. The emphasis on such tests is on what the individual can do at the time.5

Although in the early days of psychological testing aptitude tests were thought to measure ‘innate capacity”
(unrelated to schooling, experience, or background), while achievement tests were thought to measure learning, this
is now considered a misconception.6 Any test score will reflect a combination of school learning, prior experience,
ability, individual characteristics (e.g., motivation), and opportunities to learn outside of school. Aptitude and
achievement tests differ primarily in the extent to which the test content is directly affected by school experiences.

In the 1970s, aptitude tests, particularly IQ tests, came under increasing scrutiny and criticism. A highly
political debate, set off by Arthur Jensen’s controversial analysis of the heritability of racial differences in
intelligence, thrust IQ tests into the limelight. Similarly, the late 1960s and early 1970s saw several significant court
challenges to the use of IQ tests in ability tracking. Probably because of these controversies, as well as increased
understanding of the limitations of intelligence tests, many large school systems have moved away from using
aptitude tests as components of their basic testing programs.7 These tests are still widely marketed, however, and
their use in combination with achievement tests is often promoted.

Achievement and aptitude tests differ, but the distinctions between the two in terms of design and use are often
blurred. For policy purposes, the essential point is this: even though a test maybe defined as an achievement test,
the more it moves away from items tied to specific curriculum content and toward items that assess broader concepts
and skills, the more the test will function as an aptitude test. Should a national test be constructed in the absence
of national standards or curriculum, it is therefore likely to be essentially an aptitude test. Such a test will not
effectively reflect the results of schooling.

5~~i, op. cit., fOOtXIOk  3, PP. 41 1+14.

61bid.
7c. Dimengo, Basic  Testing progm~ Used in Major School Systems Throughow  the United States in the School Year 1977-78 (Akron,

OH: Atcmn  Public Schools Division of Personnel and ~. .stratio%  1978).

signed to make fine distinctions between students’ large numbers of school children representative of
performances and accurately pinpoint where a stu- the Nation’s student population (see box 6-C). The
dent stands in relation to a large group of students.2

score of each student who takes that test can be

These tests are designed to rank students along a compared to the performance of other children in the
continuum. standardization sample. Typically a single NRT is

used by many schools and districts throughout the
Because of the complexities involved in obtaining country. 3

nationally representative norms, norm-referenced
.

tests (NRTs) are usually developed by commercial Criterion-referenced tests (CRTs) are focused on
test-publishing companies who administer the test to “. . . what test takers can do and what they know, not

%mvrence Rudner,  Jane Close Conoley, and Barbara S. Plake (eds.), Understanding Achievement Tests (Washington DC: ERIC Clearinghouse on
lksts, Measurement, and EvaluatiorL 1989), p. 10.

sMmy Pubhshem  Offm  ~s~ct-level  nom as ~ell.  Seved  publishers  now c~atc CUStOrn-&VelO@  norm-referenced tests that are b-d On Iocid
curricular objectives, yet come with national norms. These norms, however, are only valid under certain circumstances. See ibid.
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Box 6-B—Types of Standardized Achievement Tests

Currently available standardized achievement tests are likely to be one of four types. l The best known and most
widely used type is the broad general survey achievement battery. These tests are used across the entire age range
from kindergarten through adult, but are most widely used in elementary school. They provide scores in the major
academic areas such as reading, language, mathematics, and sometimes science and social studies. They are usually
commercially developed, norm-referenced, multiple-choice tests. Examples include the Comprehensive Test of
Basic Skills, the Metropolitan Achievement Test, and the Iowa Tests of Basic Skills (ITBS). In addition, many test
publishers now offer essay tests of writing that can accompany a survey achievement test.

In the 1989-90 school year, commercially published, off-the-shelf, achievement battery tests were a mandated
feature of testing programs in about two-thirds of the States and the District of Columbia (see figure 6-B1). Five
of those States required districts to select a commercial achievement test from a list of approved tests, while 27
specified a particular test to be administered. In addition, many districts require a norm-referenced test (NRT), even
if the State does not. A survey of all districts in Pennsylvania, which does not mandate use of an NRT, found that
91 percent of the districts used a commercial off-the-shelf  NRT2

The second type of test is the test of minimum competency in basic skills. These tests are usually
criterion-referenced and are used for certifying attainment and/or awarding a high school diploma. They are most
often used in secondary school and are usually developed by the State or district.3

Far less frequently available as commercially published, standardized tests, the third category includes
achievement tests in separate content areas. The best known examples of these are the Advanced Placement
examinations administered by the College Board, used to test mastery of specific subjects such as history or biology
at the end of high school for the purpose of obtaining college credit.

The final type of achievement test is the diagnostic battery. These tests differ from the survey achievement
battery primarily in their specificity and depth; diagnostic tests have a more narrowly defined focus and concentrate
on specific content knowledge and skills. They are generally designed to describe an individual’s strengths and
weaknesses within a subject matter area and to suggest reasons for difficulties. Most published diagnostic tests cover
either reading or mathematics. Many of the diagnostic achievement tests need to be individually administered by
a trained examiner and are used in special education screening and diagnosis.

 four ~S of achievement tests is drawn from he Anastasi
Publishing Co., 1988).

2ROSSs.  Blust W-MI R,ictid  L. Kohr, Pennsylvania Department of EdueatioIL  “Pennsylvania School District ~dng Mop,” ~c
Do-nt ED 269 44)9, TM 840-300, January 1984.

3See  ch. 2 for a discussion of USeS Of minimum Competency tests.

how they compare to others. ’ CRTs usually report
how a student is doing relative to specified educa-
tional goals or objectives. For example, a CRT score
might describe which arithmetic operations a stu-
dent can perform or the level of reading difficulty he
or she can comprehend. Some of the earliest
criterion-referenced scales were attempts to judge a
student’s mastery of school-related skills such as
penmanship. Figure 6-2 illustrates one such scale,
developed in 1910 by E.L. Thorndike to measure
handwriting. The figure shows some of the sample

specimens against which a student’s handwriting
could be judged and scored.

Most certification examinations are criterion-
referenced. The skills one needs to know to be
certified as a pilot, for example, are clearly spelled
out and criteria by which mastery is achieved are
described. Aspiring pilots then know which skills to
work on. Eventually a pilot will be certified to fly not
because she or he can perform these skills better than
most classmates, but because knowledge and mas-
tery of all important skills have been demonstrated.

A- ~~i, f’~chologicaz Testing (New Yorlq NY: MacMillan Publishing CO., 1988), p. 102. The term ‘ ‘crittion-referenced test’ k km
used here in its broadest sense and includes other terms such as content-, domain-, and objeetive-referenced tests.
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Figure 6-B1--State Requirements: Commercial Norm-Referenced
Achievement Tests, 1990

~
‘+.,

NXSS States that require distr icts to select off- the-shelf
NRTs from approved l ist ,  n -5 .

H State testing programs that do not require
off-the-shelf NRTs, n=14.

,_
1 No State mandated testing program, n=4.1

NOTE: Kentucky and Arizona are currently changing their norm-referenced test (NRT)  requirements (see ch. 7).
Although Iowa has no State testing requirements, 95 pereent  of its districts administer a commercial NRT.

SOURCE: Office of Technology Assessment, 1992.

Such tests will usually have designated “cutoff” ment tests. Most of these tasks, which range from
scores or proficiency levels above which a student essays to portfolios to oral examinations, are la-
must score to pass the test. belled ‘performance assessment’ and are described

A

Another component of a standardized achieve-
in the next chapter.

ment test that warrants careful scrutiny is the format
of the test, the kind of items or tasks used to Creating a Standardized Test:
demonstrate student skills and knowledge. The final Concern for Consistency
level in figure 6-1 depicts the range of testing
formats. Almost all group-administered standard-

and Accuracy
,

ized achievement tests-are now made up of multiple- The construction of a good test is an attempt to
choice items5 (see box 6-D). Currently, educators make a set of systematic observations in an accurate
and test developers are examining ways to use a and equitable manner. In the time period since
broader range of formats in standardized achieve- Binet’s pioneering efforts in the empirical design of

5A ~um~r of ~ommcially develo~d  achievement tes~ have added optional direct sample writing taSk.~.
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Box 6-C—How a Standardized Norm-Referenced Achievement Test is Developedl

Step l-Specify general purpose of the test
Step 2-Develop test specifications or blueprint

● Identify the content that the test will cover: for achievement tests this means specifying both the subject
matter and the behavioral objectives.

● Conduct a curriculum analysis by reviewing current texts, curricular guidelines, and research and by
consulting experts in the subject areas and skills selected. Through this process a consensus definition of
important content and skills is established, ensuring that the content is valid.

Step 3-Write items
● Often done by teams of professional item writers and subject matter experts.
. Many more items are written than will appear on the test.
. Items are reviewed for racial, ethnic, and sex bias by outside teams of professionals.

Step 4-Pretest items
. Preliminary versions of the items are tried out on large, representative samples of children. These samples

must include children of all ages, geographic regions, ethnic groups, and so forth with whom the test will
eventually be used.

Step 5-Analyze items
● Statistical information collected for each item includes measures of item difficulty, item discrimination,  a g e

differences in easiness, and analysis of incorrect responses.
Step 6-Locate standardization sample and conduct testing

● To obtain a nationally representative sample, publishers select students according to a number of relevant
characteristics, including those for individual pupils (e.g., age and sex), school systems (e.g., public,
parochial, or private) and communities (e.g., geographical regions or urban-rural-suburban).

. Most publishers administer two forms of a test at two different times of the year (fall and spring) during
Standardization.

Step 7—Analyze standardization data, produce norms, analyze reliability and validity evidence
● Alternate forms are statistically equated to one another.
● Special norms (e.g., for urban or rural schools) are often prepared as well.

Step 8--Publish test and test manuals
● Score reporting materials and guidelines are designed.

l~pt~ from ADthOq J. Ni&o,  E&cational  York  N?’: I-Mcourt  Brace Jownmkh,
1983), pp. 468-476.

tests,6 considerable research effort has been ex- for monitoring test use, and protections for test
pended to develop theories of measurement and
statistical procedures for test construction. The
science of test design, called psychometrics, has
contributed important principles of test design and
use. However, a test can be designed by anyone with
a theory or a view to promote--witness the large
number of ‘‘tests” of personality type, social IQ,
attitude preference, health habits, and so forth that
appear in popular magazines. Few mechanisms
currently exist for monitoring the quality, accuracy,
or credibility of tests. (See ch. 2 for further discus-
sion of the issues of standards for tests, mechanisms

takers.)

How good is a test? Does it do the things it
promises? What inferences and conclusions can be
drawn from the scores? Does the test really work?
These are difficult questions to answer and should
not be determined by impressions, judgment, or
appearances. Empirical information about the per-
formance of large numbers of students on any given
test is needed to evaluate its effectiveness and
merits. This section addresses the principal methods
used to evaluate the technical quality of tests. It

‘%ee ch. 4.
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Figure 6-2—Thorndike’s Scale for Measuring
Handwriting

Quality 14

I

NOTE: A series of handwriting specimens were scaled on a numerical
“quality” scale. To use-the scale, a student’s sample of writing is
matched to the quality of one of the speeimens and assigned the
given numer ica l  value. This figure shows only some of the
specimens.

SOURCE: Anthony J. Nitko, Educational Tests and Measurement.’ An
/ntroducfion  (New York NY: Harcourt  Brace Jovanovich,  1983),
p. 450.

begins by dissecting the basic definition of a test and
then examines concepts of reliability and validity.

What is a Standardized Test?

This type of test is an objective and standardized
method for estimating behavior based on obtaining
a sample of that behavior.7 There are four key
elements of this definition.

Sample of Behavior

Not all of an individual’s behavior relevant to a
given topic can be observed. Just as a biochemist
must take representative samples of the water supply
to assess its overall quality, a test obtains samples of
behavior in order to estimate something about an
individual’s overall proficiency or skill level with
respect to that behavior. Thus, to estimate a student
skill at arithmetic computations, a test might provide
a number of problems of varying complexity drawn
from each of the areas of addition, subtraction,
multiplication, and division. The samples chosen
must be sufficiently broad to represent the skill
being tested. For example, performance on five long
division problems would not provide an adequate
estimate of overall computational skill. Similarly, a
behind-the-wheel driving test that consists only of
parking skills (parallel parking, backing into a
space) would hardly constitute a valid indicator of a
driver’s overall competence.

Estimation

Precisely because much of human behavior is
variable and because a person’s knowledge and. .thinking cannot be directly observed, scores ob-
tained on any educational test should always be
viewed as estimates of an individual’s competence.
In general, the accuracy of estimates generated by
tests will be enhanced when technical procedures are
used to design, field test, and modify tests during
development.

Standardization

Standardization refers to the use of a uniform
procedure for administering and scoring the test.
Controlling the conditions under which a test is
given and scored is necessary to ensure comparabil-
ity of scores across test takers. Each student is given
identical instructions, materials, practice items, and
amount of time to complete the test. This procedure
can reduce the effects of extraneous variables on a
student’s score. Similarly, procedures for scoring
need to be uniform for all students.

Objectivity

Objectivity in test construction is achieved by
el iminating, or reducing as much as possible, the
amount of subjective judgment involved in develop-

7~e word CC~~vlor” is used he~ ~ it5 broadest  se~e  ad ficlud~  more spxific  comtructs  such m knowledge, Skdk, Wlits, ad abilities. Thk

discussion of the components of the deftition of a test is drawn from Anastasi,  op. cit., foomote  4.
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Box 6-D—Large-Scale Testing Programs: Constraints on the Design of Tests

The demand for standardized tests of achievement is driven by the need to collect comparable achievement
data about large numbers of students, schools, and districts. Tests are required that can be given to a large number
of students simultaneously and in many school districts. Because of this, and more so than for most other kinds
of tests, the technology of standardized achievement testing reflects the practical considerations of economy,
efficiency, and limits on the amount of time that can be devoted to test taking. The need for efficiency and
economy has affected the design of standardized achievement testing in at least three important ways, each of
which requires some tradeoffs in the information obtained.

Group administration—Most standardized achievement tests are group administered; large numbers of
students take the test at the same sitting with no guidance by an examiner . Many other types of standardized tests
(e.g., personality, speech, and visual-motor skills) are individually administered by trained examiners who can
ensure systematic administration and scoring of results. While far more labor intensive and time consuming,
individual examiners can make observations of the student that provide a rich source of supplementary
information. Individually administered tests can also be tailored to the level of knowledge demonstrated by the
child and thus can cover a number of content areas in some detail without becoming too long or frustrating for
the child.

Machine scored—Most standardized achievement tests are scored by machine, because of the numbers of
tests to be scored quickly and economically. This need restricts the format for student answers. Most
machine-scored tests are made up of items on which students recognize or select a correct response (e.g., multiple
choice or true-false) rather than create an answer of their own.

Broad, general content—The content of tests designed to be administered to all students will be broad and
general when testing time is limited. The requirement that an achievement test can be taken by students of all
skill levels in a given age group means that for every content area covered by the test, many items must be
administered, ranging from low to high levels of difficulty. Most students will spend time answering extra
items—some too difficult, some too easy--in order to accommodate all test takers.

Constraints
The design of standardized achievement tests for use with all students in a school system is therefore

constrained by three factors: 1) the amount of testing time available which constrains test length, 2) the costs of
test administration and scoring, and 3) the logistical constraints imposed by the large numbers of tests that must
be administered and scored quickly. However, the tension between the economy and efficiency needs, and the
desire for rich, individualized information, underlies much of the current testing debate.

Three major areas of technological development offer promise for expanding the range of possibilities for
large-scale standardized achievement tests.

Machine scoring—As the technology advances, machines and computers may be able to score more
complex and sophisticated responses by students (see ch. 7).

Individual administration via computer—The computer has considerable potential as a method for
harnessing many of the important advantages of individualized test administration. These include the capability
to adapt test items to match the proficiency of the student (allowing more detailed assessments in short time
periods), and to record steps taken by the test taker. In essence, the computer maybe able to replicate some of
the important but expensive functions previously served by a trained testing examiner (see ch. 8).

Sampling designs—The technology of sampling, by which generalizable conclusions can be made based
on testing of far fewer numbers of students, is an important development as well. The effectiveness of testing
subgroups of children, or testing all children on a portion of the test, has been well demonstrated. This sampling
methodology offers a practical avenue for trying some more expensive and logistically complex testing
procedures, as every student in a system does not need to take the whole test.

SOURCE: Olllce of ~cb.nology  Assessmen4  1992.
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ing, administering, and scoring the test. The goal of
these procedures is to ensure that an individual
receives a score that reflects his or her level of
understanding and not the particular views or
attitudes of persons administering or scoring the test.
Thus, in theory an objective testis one on which the
test taker will receive the same score regardless of
who is involved in administering that test.8

Reliability of Test Scores9

As used with respect to testing, reliability refers to
the consistency of scores. If the goal is to estimate a
child’s level of mathematics achievement then the
test should produce consistent results, no matter who
gives the test or when it is given. If, at the end of 3rd
grade, a student scores at the 90th percentile on
Monday in mathematics achievement, but the 40th
percentile when retested on Friday, neither score
would instill much confidence. Scores can be
inconsistent for a number of reasons: behavior varies
from moment to moment, the content of a test varies,
or the persons or procedures involved in scoring are
variable.

The theoretical ideal for score reliability is 100
percent. In practice, though, it is impossible for an
instrument that is calibrating human behavior to
achieve this level of consistency. Any data from tests
of human behavior contain some ‘‘noise’ or error
component that is irrelevant to the purpose of the
test. The control of testing conditions through
specification of procedures can reduce the variance
in scores due to these irrelevant factors, and make
the test a more reliable indicator. However, because
no test is perfectly accurate and consistent, it should
be accompanied by evidence of reliability. (When
public opinion polls are reported, for example, they
are usually accompanied by statements that indicate
how much the given figures might be expected to
vary, e.g., “this number might be expected to vary
4 points up or down. ’ This statement provides
information about the reliability of the poll esti-
mate s.)

As tests are currently designed, there are three
principal ways to conceptualize the reliability of test
scores. Estimates of reliability can be obtained by
examining the consistency of a test administered
across different occasions. To what extent do scores
obtained on one day agree with those obtained on a
different day? This form of reliability is called
stability. Secondly, consistency across content, ei-
ther of different groups of items or forms of a test,
can be examined. To what extent does performance
on one group of subtraction items agree with
performance on a second group of subtraction items
intended to assess the same set of skills? This form
of reliability can be assessed by alternate test forms
or by indices of internal consistency. Finally, the
extent to which consistent test scores will be
produced by different raters can be assessed. To
what extent do the scores assigned by one judge
reading an essay test and using a set of designated
rating criteria agree with those given by another
judge using the same criteria? Indices of inter-rater
reliability are used to assess such agreement.

Reliability is partly a function of test length. As a
rule, the more items a test contains, the more reliable
that test will be. As the number of items, or samples,
incorporated in a score increases, the stability of that
score will also increase. The effect of chance
differences among items, as well as the impact of a
single item on the total score, is reduced as a test gets
longer. This is one of the reasons that multiple-
choice and other short answer tests tend to be very
reliable and consistent—many items can be an-
swered in a short amount of testing time. As will be
discussed in chapter 7, reliability of scores based on
fewer and longer tasks is one of the important
challenges faced by the developers of new perform-
ance assessments.

Reliability is particularly important when test
scores are used to make significant decisions about
individual students. Recall that any one test score is
considered to be only an estimate of the person’s
“true’ proficiency; this score is expected to vary
somewhat from day to day. Reliability coefficients,

—
8wh1]c  Scoring of ~c~ln  tests  r.m ~ ~de ~most Perfectly ~bjmtive  by usc of machinC-scoring  technologies (SM  ch. 8), the writing of test CIUeStiOXIS,

as WCLI  as the specification of what will be on the test and which is the right answer, remains a fundamentally subjective activity requiring a great deal
of human judgment.

Whc discussion of reliability and validity draw on Anastasi, op. cit., footnote 4; Anthony J. Nitko, Educan”onal Tests and Measurement: An
Introduction {New York, NY: Harcourt Brace Jovanovich, 1983); William A. Mehrens and Irvin J. L&man%  Measurement and Evacuation in Educarion
and Psychology,  3rd ed. (NCW York,  NY: CBS College fiblishing, 1984X  and Ameri~ ~ucatio~  Rf==h Association~  *erican l’sYcho*ogi~l
Association, and National Council on Measurement in Education, !itandardsfor Educational and P$yckologicul  Testing (Washington, DC: American
Psychological Association, Inc., 1985).
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Box 6-E—Test Score Reliability: How Accurate is the Estimate?

All test scores are estimates of proficiency. “Reliabil- Figure 6-El-Error Ranges on Tests of
ity” is a statistical indicator of the accuracy of those Varying Reliability
estimates: tests with higher reliability are, by definition, 130 ‘———
more accurate instruments. For example, if a test has a I
reliability coefficient of 0.85, this means that 85 percent of 1201
the variance in scores depends on true differences and 15
percent is attributable to other factors.

110-
Scores therefore need to be accompanied with informa-

-+

—

-~;-!

‘ 1
tion about the test’s reliability. Suppose, for example, Test ,0. Margin

students took a test of arithmetic proficiency with high score of
error

reliability, e.g., 0.95. As shown in figure 6-El, the range of
error around scores on this testis relatively narrow: a score 9 0 -
of 100 reflects a proficiency level of somewhere between
93 and 107. On a test with very low reliability, e.g., 0.40,
the proficiency of a student who scores 100 may be

80

anywhere from 77 to 123. 1
This information is particularly important when test

7 0  —
High Medium Low

scores are the basis of decisions about students. The (r=.95) (r=.70) (r=.40)
likelihood of incorrect decisions increases when a test’s
reliability is low: e.g., students could be denied remedial Test reliability

services based on an erroneously high score or retained in NOTE: Error ranges in this figure are bassd on the followfng

a special program because of erroneously low scores. statistical parameters: mean.lOO,  standard deviation .15,
pSO.05  for all tssts.

SOURCE: Offlee  of ‘Mmology  Assessment  1992. SOURCE: Offiea of Ttinology Assessment, 1992.

which estimate error, allow one to set a range of incorrect decisions. With respect to educational
likely variation or “uncertainty” around that esti-
mated score. Box 6-E illustrates how great the
variation around a score can get as the reliability of
a test decreases.

10 Interpretation of individual scores

should always take into account this variability.
Small differences between the test scores of individ-
ual students are often meaningless, once error
estimates are considered. When test scores are used
for classification of people errors will be greatest for
those whose scores are at or near the cutoff point.ll

This suggests two important implications for the
interpretation of individual scores in educational
settings: 1) if a test score is used to make decisions
about individual students, a very high standard of
reliability is necessary,12 and 2) using test scores
alone to make decisions about individuals is likely
to result in higher rates of misclassification or

decisions about individuals, test scores should
always be used in combination with other sources of
information about the child’s behavior, progress,
and achievement levels.

Validity Evidence for Tests

“It is a useful oversimplification to think of
validity as truthfulness: Does the test measure what
it purports to measure?. . . Validity can best be
defined as the extent to which certain inferences can
be made from test scores.”13 Validity is judged on
a wide array of evidence and is directly related to the
purposes of the test.

Every test needs a clear specification of what it is
supposed to be assessing. So, for example, for a test
of reading proficiency, test designers frost need to

l~eliabili~ m~lcients are ~d on tie de-of relationship between two sets of scorns. Correlation coefficients, geIEIIillY  signiiled ~tb m “r,’
range from 0.00 indicating a complete absence of relation to +1 .00 and –1 .00 indicating a perfect positive or negative relationship. The closer a reliability
eoeftlcient is to +1.00, the better.

llNi@  op. Cit., footnote 9, p. w.
12Jo~  Sdvia  ~d James  E. ys~ldyke,  Assess~nf  in special undRe~diu/ E&Cutjon @OStOq ~: HO@tOn ~ co., 1$)8 S), p. 127.

13Me~~ and he op. cit., footnote 9, p. 288.
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Photo credit: American Guidance Sem’ces

Some standardized tests, such as those used in special
education evaluations, are individually administered

by a trained examiner.

specify clearly what is meant by reading proficiency.
Similarly, a test of diving skill needs to make clear
what proficient dives look like. Before any testing
can be done, a clear definition of the skills and
competencies covered by the test must be made.
There must be a definition of what the skill of
interest looks like before anyone can decide how to
test it. Once a method and a metric for assessing the
skill has been chosen, validity evidence is gathered
to support or refute the definition and the method
chosen.

EXAMPLE: A geometry teacher, who knows
nothing about diving, is drafted to take over as coach
of a high school diving team when the regular coach
is taken ill. While watching the varsity and the junior
varsity (JV) teams practice, he tries to develop his
own definition of a skilled dive; noticing that highly
ranked divers enter the pool with only a slight splash
while JV team members tend to make lots of waves,
he designs a 1-10 rating scale to measure diving

proficiency by judging the height of the splash as the
diver enters the pool. While his criterion for
measuring skill may be related to ‘‘true diving
skill,’ ‘ it is not valid as the primary indicator of
diving skill (as will be proven when he attempts to
send his divers into statewide competition). In this
case he has failed to define the trait of interest
(diving skill) but rather jumped ahead to find an
easy-to-measure indicator/correlate of diving skill.
To carry this example farther, as the practice dives
are rated on this scale, his divers begin to modify
their dives in the attempt to increase their scores so
that they might go to the State competition. They
develop inventive ways to enter the water so that
splashing is minimized. Slowly, their relative ranks
(to each other) change and some JV members move
up onto the varsity team. Finally, the best eight
divers (judged on the 1-10 splash scale) are sent to
statewide competition. Their scores are the lowest of
any team and their awkward, gyrating dives send the
spectators into an uproar. The most ‘‘truly’ skilled
divers from the team, who stayed home, never had
a chance to compete.14

This example illustrates what can happen when an
invalid measure is used. Often it is hard to define
excellence or competence, and far easier to chose an
easy-to-measure and readily available indicator of it.
While many of these easy-to-measure characteristics
may be correlated with excellence, they do not
represent the universe of characteristics that define
competence in the skill of interest. What can happen
(as in this case) is that students practice to gain more
skill in the measurable characteristic, often to the
exclusion of other equally valid-but less readily
measured-aspects of the skills. In this example, the
coach should have frost developed a definition of a
skilled dive. Since statewide competition is a goal,
he would do well to adopt the consensus definition
and rating scale that is used by judges in the
competition. This scale has developed validity over
many years of use through a process of diving
experts defining and describing: first, what skill in
diving is and second, what level of skill one needs to
get each score on a scale of 1 to 10.

The most often cited form of validity needed for
achievement tests is called content validity. Estab-
lishing content validity is necessary in order to
generalize from a sample to a whole domain-for
example, a sample of science questions is used to

1@fficc  of TMmology Assessment, 1992.
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generalize about overall science achievement. Does
the content sampled by the test adequately represent
the whole domain to which the test is intended to
generalize? The tasks and knowledge included on a
test of writing proficiency, for example, should
represent the whole domain of skills and knowledge
that educators believe to be important in defining
writing proficiency. Since the whole domain can
never be described definitively, the assessment of
content validity rests largely on the judgment of
experts. First the domain must be defined, then the
test constructed to provide a representative sample
across the domain.

There is no commonly used statistic or numerical
value to express content validity. The traditional
process for providing content-related validity evi-
dence is a multifaceted one that includes review of
textbooks and instructional materials, judgments of
curriculum experts, and analysis of vocabulary. In
addition, professionals from varying cultural and
ethnic backgrounds are asked to review test content
for appropriateness and fairness. The selection of
test items is also influenced by studies of student
errors, item characteristics, and evidence of differen-
tial performance by gender and racial-ethnic groups.

The content validity of an achievement test finally
rests, however, on the match between the test
content and the local curriculum.15 Thus a school
system selecting a test must pay careful attention to
the extent to which test learning outcomes match the
desired learning outcomes of the school system. “A
published test may provide more valid results for
one school program than for another. It all depends
on how closely the set of test tasks matches the
achievement to be measured. ’ ’16

Another kind of validity evidence, called criterion-
related, concerns the extent to which information
from a test score generalizes to how well a person

will do on a different task. In this case, validity is
established by examining the test’s relation with
another criterion of importance. For example, the
Scholastic Aptitude Test (SAT), which is used to
help make decisions about college admissions, is
designed to predict a specific criterion, i.e., freshman
grade point average (GPA). One kind of validity
evidence required for any selection test is a demon-
strated relation to the outcomes being predicted.17

A third kind of validity evidence, construct-
related, has to do with providing evidence that the
test actually measures the trait or skill it attempts to
measure. Is a test of science achievement actually
measuring knowledge of science and not some other
skill such as reading achievement? Do scores on a
mathematics achievement test really reflect the
amount of mathematics a child has learned in school
and not some other characteristic such as ability to
work quickly under time pressure? Evidence for
construct validity is gathered in multiple ways.

One common form of construct validity for
achievement tests relates to whether or not perform-
ance on the test is affected by instruction. Since an
achievement test is, by definition, intended to gauge
the effects of a specific form of instruction, then
scores should increase as a result of instruction. As
the kinds of tests and tasks required of children on
tests change, it will be important to conduct validity
studies to make sure tests are sensitive to instruction.
Care needs to be taken to assure that new tests
designed to assess thinking skills or complex
reasoning actually do assess the skills that can be
taught in classrooms and learned by students.

Evidence that tests of specific skills such as
reading comprehension, spelling, and vocabulary18

are actually assessing the skills they are designed to
measure is particularly important if those scores are
going to be used to diagnose a child’s strengths and

If’ Ibid.
lbNomm  E. Gro~und  and Robert  L. Linn, Measurernen[ and Evaluation m Teaching, 6th ed. (New York NY: MacMillan  ~blistig CO., 1990),

p. 55.
17~e Scholmtic Apti~&  ~t (SA” is not consider~ M ~~evement tes~ but ra~~ a tatof‘‘developed abilities” which consist  of “. . . broadly

applicable intellectual skills and knowledge that develop over time through the individual’s experiences both in and out of school. ’ (Anastasi, op. cit.,
footnote 4, p. 330.) The SAT is not intended to seine as a substitute for high school grades in the prediction of college achievement; in fac~ high school
grades predict college grades as well, or slightly txtter  than does the SAT. However, when test scores are combined with high school grades, prediction
of college grades is enhanced slightly. This “third view” of collegdound  candidates (supplementing grades and personal information from applications,
interviews, and reference letters) was seen originally as a way to offset potential inequities of the tmditional  system  see also James Crouse  and Dale
Trusheim,  “The Case Against the SAT,” Abiliry Testing: Uses, Consequences, and Controversies, part I, Alexandra K. Wigdor  and Wendell R. Garner
(eds.) (Washington, DC: National Academy Press, 1982).

ls~e subtests tit twic~y appe~  on s~ey achievement batteries include vocabulary, word recognition skills, reading comprehension, lqge
mechanics (e.g., capitalization and punctuation), language usage, mathematics problem solving, mathematics computatio~ mathematics concepts,
spelling, language, science, social studies, research skills, and reference materials,
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weaknesses. Similarly, scores designed to assess
“higher order thinking” need validity evidence to
support the assumption that they are capturing
something distinctly different from other scores
assumed to include only ‘‘basic skills. ’ These other
forms of construct validity have often been ne-
glected by developers of standardized achievement
tests.19 Results of a recent survey of the technical
characteristics of 37 published educational achieve-
ment tests indicate that while 73 percent of the tests
presented information about content validity, only
14 percent presented criterion-related validity, and
11 percent construct validity evidence.20

Sometimes the argument is made that if a test
resembles the construct or skill of interest, then it is
valid. This is commonly referred to as face validity
because the test looks like the construct it is
supposed to be assessing. Because, for example, a
test item seems to require complex reasoning, it is
assumed to be an indicator of such reasoning.
However, face validity is very impressionistic and is
not considered sufficient kind of evidence for
serious assessment purposes.21

The kinds of evidence discussed above constitute
empirical or evidential bases for evaluating the
validity of a test. Recently, however, some investi-
gators have drawn attention to the importance of
considering the consequential basis for evaluating
the validity of test use. The questions posed by this
form of validity are ethical and relate to the
justification of the proposed use in terms of social
values: ‘‘. . . should the test be used for the proposed
purpose in the proposed way?’ ’22

For example:

. . . tests used in the schools ought to encourage
sound distribution of instructional and study time. . . .
The worth of an instructional test lies in its contribu-
tion to the learning of students working up to the test
or to next year’s quality of instruction. . . . The
bottom line is that validators have an obligation to
review whether a practice has appropriate conse-
quences for individuals and institutions, and espe-
cially to guard against adverse consequences.23

How are Achievement Tests Used?24

A precise description about how schools actually
use achievement tests is difficult to obtain. Although
there are many testing requirements imposed on
children on their journey through elementary and
secondary schools, it is difficult to say with any
certainty how results are actually used, or by whom.
Once a test is needed for a specific purpose such as
determining eligibility for a compensatory educa-
tion program, cost and time constraints often dictate
that the test information is used for other purposes as
well. In addition, the results of a test administration,
once received by a school, are available to many
people unfamiliar with the specific test adminis-
tered. Test scores often remain part of a child’s
permanent record and it is unclear how they might be
used, and by whom, at some future point. It is
difficult to prevent use of the test information for
other purposes once it has been collected.

The multiple uses of achievement tests in school
systems can be broadly grouped into three major
categories.

25 (See table 6-1 for a summary of these
functions.)

19JmM L w~~op,  ( ‘Review of tie California .khiev~ent  Wsw, Fo~ E and ‘)’ The Tenth Mental Measurements Yearbook, Jane Close Conoley
and Jack J. Kramer (eds.) (Linco~  NE: The University of Nebraska Press, 1989), p. 131.

‘Bruce Hall, “Survey of the ‘Ikchnical  Characteristics of Published Educational Achievement Tests, ” Educational Measurement: Issues and
Practice, spring 1985, pp. 6-14.

21Me~m ~d ~mn,  ~p. ~lt.,  fw~ote  9; Roger F~ and Beverly  FaIT,  ~~fegraredAssesSmenf  System:  bnguage  Arts performance Assessment,
Reading/Writing, technical report (San Antonio, TX: The Psychological Corp., 1991); Anastasi,  op. cit., footnote 4.

Zz%wnucl Mcssick,  “Test Wlidity and the Ethics of Assessment” American Psychologist, vol. 35, No. 11, 1980, pp. 1012-1027. SCC also Samuel
Mcssick,  “Validity,” Educational Measurement, 3rd cd., Robert Linn (cd.) (New Yorlq NY: MacMillan Publishing Co., 1989).

23~e  J, Cronbach  ‘ ‘Five pem~tives on tie ~idity &umen6’ Test Validity, Howard Wa.iner ~d HetIry I. Braun (eds.) (Hillsdale,  NJ: Lawrence
Erlbaum,  1988), pp. ;-6.

~~s discussion of purposes draws on Jason Miilman and Jennifm  Greene, “The Specit7cation and Development of Tests of Achievement and
Ability’ in Linn (cd.), op. cit., footnote 22, pp. 335-367; C.V. Bunderso% J.B. Olseu  and A. Greenberg, “Computers in Educational Assessment,’ O’IA
contractor report, Dec. 21, 1990; J.A. Frechtling, “Administrative Uses of School ‘Iksting Programs, “ in Linn (cd.), op. cit., footnote 22, pp. 475-485;
and R. Darrell Bock and Robert J. Mislevy, “Comprehensive Educational Assessment for the States: The Duplex Desigm ” CRESST Evacuation
Comment, November 1987.

2.5~~ou@  -y aufiors ~ve dis~ssed  ~ese  ~ee ~jor  Categories, ~ese  dis~inctio~  are draw  m~st  dirwtly  from Lauren B. Resnick  ~d Daniel
P. Resnick, ‘Assessing the Thinkm“ g Curriculum: New Tools for Educational Refow’ Future Assessments: Changing Views ofAptitude, Arhievernent,
and [nsrrucfion, B.R. Gifford and M.C. O’Connor (eds.) (Bosto~ MA: Kluwer Academic Publishers, 1989).
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Table 6-l—Three Major Functions of Educational Tests

Functions Examples

1. Classroom instructional guidance

Used to monitor and provide feedback about
the progress of each student and to inform
teaching decisions about individuals on a
day-today basis

2. System monitoring

Used for monitoring and making
administrative decisions about aggregated
groups of students (e.g., a school,
instructional programs, curricula, district)

Selection, placement, and certification of
students (“gatekeeping”)

Used to allocate educational resources and
opportunities among individuals

●

●

●

b

●

●

●

●

●

●

●

●

●

b

●

Diagnose each student’s strengths and
weaknesses
Monitor the effects of a lesson or unit of study
Monitor mastery and understanding of new
material
Motivate and organize students’ study time
Adapt curriculum to progress as indicated by tests
Monitor progress toward curricular goals
Plan lessons that build on students’ level of
current understanding
Assign students to learning groups (e.g., reading
group)

Report to parents and school board about a
school or district’s performance
Make decisions about instructional programs and
curriculum changes
Evaluate Chapter 1 programs
Evaluate experimental or innovative programs
Allocate funds
Evaluate teacher performance/school
effectiveness
Provide general information about performance

SOURCE: Office of Technology Assessment, 1992.

The first broad category encompasses the kind of
tests that can support and guide the learning  process
of each individual student in the classroom. These
tests can be used to monitor and provide feedback
about the educational progress of each student in the
classroom, to diagnose areas of strength and weak-
ness, and to inform teacher decisions about how and
what to teach based on how well students are
learning the material.

The second major function-system monitoring—
encompasses the many managerial uses of tests to
monitor the educational system and report to the
public. In these uses, what is needed is aggregated
information about the achievement of groups of
students-from classrooms to schools, from districts

of the overall educational system

Selection:
. Admission to college or private schools

Placement:
● Place students in remedial programs (e.g.,

Chapter 1)
● Place students in gifted and talented programs

Certification:
● Certify minimum competency for receipt of high

school diploma
● Certify mastery of a course of study (e.g.,

Advanced Placement examinations)
. Make decisions about grade promotion

to States. School administrators use this data to
make decisions among competing curricula or in-
structional programs and to report to the public
about student achievement. In addition, test scores
are increasingly being used as accountability tools to
judge the quality of the educational system and those
who work for it. Tests used as accountability tools
are often intended to allow a public evaluation of
whether or not standards are being met.26

The third broad category of uses is also manage-
rial, called here selection, placement, and certifica-
tion. Included in this broad category are tests used to
make institutional decisions affecting the progress
of individual students through the educational sys-
tem. Comparable information is needed for each

26Frmh~g, op. Cit., foo~ote
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Table 6-2-Consumers and Uses of Standardized Test Information

Consumer Unit of analysis

National level
Allocation of resources to programs and priorities . . . . . . . . . . . . . . . . . . . . . .
Federal program evaluation (e.g., Chapter 1) . . . . . . . . . . . . . . . . . . . . . . . . . . .

State legislature/State department of education
Evaluate State’s status and progress relevant to standards . . . . . . . . . . . . . .
State program evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Allocation of resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Public (lay persons, press, school board members, parents)
Evaluate State’s status and progress relevant to standards . . . . . . . . . . . . . .
Diagnose achievement deficits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Develop expectations for future success in school . . . . . . . . . . . . . . . . . . . . . .

School districts-- central administrators
Evaluate districts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate schools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate teachers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate curriculum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate instructional programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Determine areas for revision of curriculum and instruction . . . . . . . . . . . . . . .

School districts--building administrators
Evaluate school.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate teacher. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Group students for instruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Place students into special programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

School districts-teachers
Group students for instruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate and plan curriculum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate and plan instruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluate teaching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Diagnose achievement deficits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Promotion and graduation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Place into special programs (e.g., gifted, handicapped) . . . . . . . . . . . . . . . . .

Educational laboratories, centers, universities
Policy analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Evaluation studies.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Other applied research.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Basic research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Nation, State
State, program

State
State, program
District, school

District
Individual school
Individual

District
Schools
Classroom
District
Program
District

School
Classroom
Individual
Individual

Individual
Classroom
Classroom
Classroom
Classroom, individual
Individual
Individual

All units
Ail units
All units
All units

SOURCE: ThomasM.Haladyna, Susan BobbitNolen, andNaney S.Haas, “Railings tandardized AchievementTest
Seoresand  the OriginsofTest  Seore Pollution/’ Educafiomdf+esearcher,  vol. 20, No. 5, JuneJuly  1991,
p.3.

individual student so that managerial decisions can The results of these tests clearly have significant
be made about the allocation of additional resources, implications for a student’s progress through the
placement in instructional programs, and certifica- school system.27

tion of mastery. Increasingly test scores have been
used to make such decisions because they are
perceived to provide clear, objective criteria. Thus,

Consumers of Achievement Tests

eligibility for a compensatory education program In addition to the many uses for achievement
(e.g., Chapter l) might be determined by a district test-based information, there are many different
policy that states a cutoff score below which consumers or users who need that information. The
children must score to qualify. Qualifying for an kind of information needed is often very different
enrichment program might be contingent on scoring depending on who wants it. Table 6-2 summarizes
above some designated level on a standardized test. the major consumers of test-based information as

27~ofiMlly,  w~emoStof~e  supp]~en~reso~ces~~ated  byschools me~elytobet~get~  tochilti  ~seorin geit.herquite  loworquitehigh
on these tests, the norm-referenced achievement tests routinely used by most school districts are designed to measure most accurately in the middle of
the achievement distribution rather than at either the highest or the lowest ends.
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well as the most common uses of each consumer.28

Within the educational system there are multiple
levels of need for test-based information including
Federal, State, district, school, and classroom infor-
mation. Policy makers and legislators need the infor-
mation, as well as education departments. Teachers,
parents, students, and the public also require test-
based information about achievement.

Mandatory schoolwide testing programs, in which
each child in a given grade takes the same test, have
become routine. Some tests are required at the
Federal level, e.g., for Chapter 1 accountability,29

some mandated by the States, and others imple-
mented by local school districts. Because most
school districts want to keep testing requirements to
a minimum, a test is often chosen that can serve as
many uses and consumers as possible.

Figure 6-3 illustrates the mandated schoolwide
tests given in grades 1 through 12 for three large
school districts. State-mandated testing require-
ments, which have increased in overall numbers in
recent years, account for only a fraction of the total
testing burden. Additional tests (not listed in the
table) are also administered to some subgroups of
children who need to be screened for special
services. For example, although some districts may
use schoolwide tests to satisfy Federal-level Chapter
1 accountability requirements (Philadelphia uses the
City Wide Test for this purpose), many children who
receive Chapter 1 services will take tests in addition
to those listed in the table.

Although the specifics of who actually uses test
results and for what purposes remain difficult to
document, evidence suggests that requirements re-
garding standardized achievement tests are imposed
largely to serve the two broad managerial purposes—
system monitoring; and selection, placement, and
certification. There are few standardized tests de-
signed explicitly to help teachers assess ongoing
classroom learning and inform classroom practice.
Furthermore, evidence also suggests that teachers
find the results of existing standardized achievement
tests only generally useful for classroom practice. In

Photo credit: Arana Sonnier

Teachers need tests that are closely matched to
instruction and that provide detailed information about

student progress on a frequent basis. This kind of
information, which can help teachers influence learning
and guide instruction, is very different from the kind of

information school administrators need to
monitor school systems.

one study that interviewed teachers, 61 percent
reported that standardized tests have little effect on
their instructional decisionmaking.30

Current achievement tests do a good job of assessing
a student general level of knowledge in a particular
content domain. . . . A low score relative to a
student grade placement on, say, a reading compre-
hension test is apt to be a valid indicator that a
student will have difficulty reading and understand-
ing assignments in the typical textbooks used at the
grade level. Such global information, however, is
more likely to confirm what the teachers already
know about the student than to provide them with
new insights or clear indications of how best to help
the student. The global score simply does not reveal
anything about the causes of the problem or provide
any direct indications of what instructional strategies
would be most effective.31

~See  ~o B~k and Wslevy,  op. cit., footnote 24, for a similar list and anzdySi5 of teSt COnSUme~.
m~pter  1 is a Feder~  Comwmatow  ~u~tion  p~~  WIT@  low-achieving  students from low-income sch~ls. See ch. 3 for a fldkr  dismssion

of the testing and evaluation requirements under Chapter 1.
%obert  B. Ruddelt, “Knowledge and Attitudes ‘Ibward  llxting:  Field Educators and Legislators,” The Reading Teacher, vol. 389, 1985, pp.

538-543.
31 Ro&fl L. Li~ “Barriers to New ‘ht Designs, ” The Redesign of Testing for the 21st Century (Princetoq  NJ: Educational lksting  Service, @t.

26, 1985), p. 72.



Figure 6-3-Testing Requirements: Three District Examples
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A child going to school in these dlstricts would take each test listed

Comp L Competency language FGRMT First Grade Reading and Math Test
Comp M Competency mathematics ITBS Iowa Tests of Basic Skills
Comp R Competency reading MMAT Missouri Mastery and Achievement Test
Comp W Competency writing MPS ORT Milwaukee Public Schools ORT Language Test
CWT Philadelphia City-Wide Test PMET Philadelphia Mathematical Evaluation Test
DAT Differential Aptitude Test TAP Test of Achievement and Proficiency
DPI-RT DPI Reading Test TELLS Test of Essential Learning and

Literacy Skills (PA State test)

NOTE: If students have special needs or are in supplementary programs (e.g., Chapter 1 or gifted programs) they will usually take additional tests.

SOURCES: Milwaukee Public Schools, “Summary Report and Recommendations of the Assessment Task Force,” unpublished report, June 2, 1989; Springfield Public Schools, 1990; Nancy  Kober,
“The Federal Framework for Evaluation and I@sessrnent  in Chapter 1, ESEA,” OTA contractor report, May 1991.
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Teachers desire diagnostic tests that are precise,
closely matched to curricula and instruction and
timely. Achievement tests of the kind now widely
used do not match these criteria.32

Part of the reason that few existing standardized
tests are applicable for classroom use, however, has
to do with local control of curriculum. Achievement
tests are designed to match the goals and objectives
of the content being taught; the validity of an
achievement test rests largely on the degree to which
it mirrors the content being taught in the classroom.
A test that contains a great deal of content not
covered by the curriculum in a particular school is
said to be ‘‘content invalid” for that school.
Teachers, because they know what they are teaching,
can design tests that are well aligned with the
curriculum. If an examination is designed at a great
distance from the local classroom (as commercially
produced and published tests are bound to be) it is
less likely to reflect the specific curricular content of
the classroom; these tests will largely reflect only
those broad content areas and skills that are common
across school settings and on which there is implicit
consensus. 33 Thus, tests that are precise and closely
matched to curricula, and therefore useful to teach-
ers, will need to be designed at the local level, close
to where specific curricular goals and objectives are
set. ‘‘Generic’ standardized achievement tests as
currently designed cannot be both specific enough to
assist teachers on an ongoing basis and generic
enough to be useful to large numbers of school
systems.

Most mandated, standardized testing is put in
place for managerial purposes and not for purposes
related to shaping directly day-to-day learning
processes in classrooms. Since such tests are gener-
ally given once a year, they can offer teachers a
‘‘snapshot’ of a child’s achievement at one particu-

lar point in time, but offer little information about
the ongoing, ever-changing process of a child’s
learning and developrnent.34

The social success of testing in many ways is a
product of the bureaucratization of education. Test-
ing seems not so important in the stuff of teaching
and learning, where surely there must be much
personal contact, but rather in the interstices of our
educational institutions-entry into elementary
school, placement in special classes, the transition
from elementary to secondary school, high school
leaving and college going.35

Test Misuse

It is difficult to make general statements about the
misuses of tests, because each test has to be
evaluated with respect to its own specifications and
technical evidence regarding the validity of its use
for specific purposes. 36 Many different tests are used
by school systems, some commercially designed,
some designed by districts or States. However,
results of one survey of mathematics teachers shed
some light on the uses of well-known commercial
achievement tests. In this survey, three commercial
tests were found to account for 44 percent of district
testing requirements. In districts where these three
tests were used about two-thirds of the teachers
reported their use by the district to group students by
ability and to assign students to special programs.
However, technical reviews of these three tests have
suggested that evidence is lacking regarding infer-
ences about student diagnosis and placement for
these tests.37 One reviewer cautioned about one of
these tests that: “. . . although useful as an indicator
of general performance, the usefulness of the test for
diagnosis, placement, remediation or instructional
planning has not been validated. ’ ’38

sz~she s~on.cox,  “T~chers~d Standardized Achievement kts: What’s Really Happening?” Phi Delta Kappan,  VOL 62, No. 9, 1981, p. 634.

33See,  ~g,, Roger Fm and Ro&fi  F. Cmey, Re~ing:  What Can be Measured? 2nd ed. (Newark DE: hte~tiOtEd Reatig Association, Inc., 1986),
p. 149.

~~e  ~jo~~ of  dis~cts  test  at  he end  of tie school year and the results are often received too late to be of help to tiat Yea’s c~~oom  teacher.
Some districts test more than once a year.

35 Walter Haney, “Tksting Reasoning and Reasoning About ‘lMing,” Review of Educational Research, vol. 54, No. 4, 1984, p. 641.
36see  fio Ro~fi L. L~ Center  for R~earchon  Eval~tio4 s~d~ds  and Student ~~g, univmsi~  of Colorado  at Boulder, ‘ ‘T&t Misuse: why

Is It So Prevalent?” O’E4 contractor repo~  September 1991; Larry Cuban, Stanford University, “The Misuse of ‘Iksts in Educatio@”  OTA contractor
report, Sept. 9, 1991; and Nelson Noggle, “The Misuse of Educational Achievement lksts  for Grades K-12: A Perspective,” OTA contractor repor$
October 1991.

3TT.  Romberg,  E.A. ~“ and S.R. Williams, The Ir@ence  of Mandated Testing on Mathematics Instruction: Grade 8 Teachers’ Perception
(Madison WI: National Center for Research in Mathematical Sciences Education, March 1989).

ssPeter W. Airdsian,  ‘Review of the California Achievement lksts, Forms E and F,’ Jane Close Conoley and Jack J. Kramer (eds.), The Tenth Mental
Measurements Yearbook (LincolQ  NE: The University of Nebraska Press, 1989), pp. 719-720.
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Although most standardized achievement tests
are not designed to be used as selection or placement
instruments on which to base judgments about future
proficiency or capability, there are few mechanisms
to prevent such uses. Tests that are going to be used
for selection should be designed and validated for
that purpose. Tests designed to be used as feed-
back mechanisms to inform the learning process
should not be used to make significant decisions
about an individual’s educational career unless
additional evidence can be provided substantiat-
ing this use. However, there are few safeguards
available to make sure this does not happen.

One of the most consistent recommendations of
testing experts is that a test score should never be
used as the single criterion on which to make
decisions about individuals. Significant legal chal-
lenges to the over-reliance on IQ test scores in
special education placements led to an exemplary
federally mandated policy on test use in special
education decisions. In Public Law 94-142, Con-
gress included several provisions designed to protect
students and ensure fair, equitable, and non-
discriminatory assessment procedures. Among these
were:

● decisions about students are to be based

●

●

●

This
cant

more than performance on a single test,
tests must be validated for the purpose
which they are used,

on

for

children must be assessed in all areas related to
a specific or suspected disability, and
evaluations should be made by a multidiscipli-
nary team.39

legislation provides, then, a number of signifi-
safeguards against the simplistic or capricious

use of test scores in making educational decisions.
Similar safeguards are needed to prevent over-
reliance on single test scores to make educational
decisions about all students, not just those in special
education programs.40

Other examples of test misuse arise when results
of available tests are used in the aggregate to make
unsupportable inferences about educational effec-
tiveness. The use of college admissions tests (SAT
and the American College Testing program-ACT)

Photo credit: Educational Testing Semce

Some standardized tests are used to make significant
decisions about the progress of individual students through

the educational system. These tests must meet very
high technical standards and are most subject to

scrutiny and legal challenge.

to compare the quality of education in various States,
as in the “Wall Charts” produced by the U.S.
Department of Education, is one prominent exam-
ple. The SAT is taken by different numbers and
samples of students (none of them randomly se-
lected) in each State. Further, inferences about the
achievement levels of high school seniors should be
made only from a test designed to sample what high
school seniors have been taught. The SAT is not
designed for this purpose-it is designed to predict
success (grade point average) in the freshman year of
college. College admissions tests are designed for a
distinctly different purpose than informing policy-
makers interested in educational quality .41 In some
respects it is similar to using a test of reading
achievement to draw conclusions about mathemat-
ics achievement; although the two are likely to show
some relation to one another, it would be erroneous
to draw conclusions and make decisions about
mathematics based on test scores in reading.

Changing Needs and Uses for
Standardized Tests

Current disaffection with the widely used existing
standardized tests rests largely on three features of
those tests: 1) most are norm-referenced and thus

3&IVja  and  Ysse]dyke,  op. cit., footnote 12.

40SCC ch. 2 for f~er discussion of test misuse and mechanisms for enforcing apprOpI_iate  IeSting practices.

41 SW Robert  L, Linn, ‘ ‘Accountability: The Comparison of Educational Systems and the Quality of Test Results, ” Educufionul  Policy, VOL 1, No.
2, June 1987, pp. 181-198, for further discussion of the problems involved in using test scores to compare educational quality across States.
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scores are based on comparing students to one
another; 2) most are exclusively made up of multiple-
choice items; and 3) their content does not ade-
quately represent local curricula, especially those
parts associated with thinking and reasoning skills.
Most of the new developments in test design and
alternative forms of assessment reflect a move away
from this one dominant testing technology. What
features do innovators seek in other designs?

What Should the Yardstick Be?

Traditional test theory and techniques of test con-
struction have been developed on the assumption
that the purpose of a test is to discriminate among
individuals. If the purpose of a test is to compare
each individual to a standard, then it is irrelevant
whether or not the individuals differ from each
other.42

Recent attempts to develop alternative tests repre-
sent a move away from the traditional testing model
built on comparing individuals to one another.
Instead, new testing developments represent at-
tempts to extend the criterion-referenced model of
testing and design ways to assess students against
criteria and goals for achievement.

There are two main reasons that existing norm-
referenced tests tend to provide broad coverage of a
limited number of content areas. First, these tests are
designed to be taken by students of all skill levels in
a given grade; this means that for every content area
covered by the test, many items must be adminis-
tered, ranging from low to high levels of difficulty.
Most students will spend scarce testing time answer-
ing extra items—some too difficult, some too
easy—included in order to accommodate all test
takers. This means that fewer content areas can be
covered in a limited amount of testing time. Second,
NRTs must concentrate on those content areas that
are common to most schools throughout the country.
In essence, the content areas represented on NRTs
represent broad and generally implicit national
consensus about the core skills that children should
know at each grade level. If these tests are primarily
tests of basic skills, as many have argued, it maybe
because it is these skills that are common to the

majority of curriculum frameworks throughout the
country. Because of the way NRTs are developed,
the content areas included can only represent a
subset of the content areas covered in any particular
school. Arizona, for example, found that only 26
percent of their curriculum goals were covered in the
NRT they had been using. Thus, existing NRTs will
only assess a limited set of content areas and only in
a very general way. However, they can provide a
basis for comparing children across the Nation on
that common general content.

Comparing children across the Nation on what
they have been taught, without setting any standards
or goals as to what they should have been taught,
entails testing only those skills for which there is an
implicit national consensus—which is also likely to
be the “least common denominator” of academic
content. Local control over curricula means that
each district can decide what skills and knowledge
fourth graders should have, for example. To com-
pare them fairly, one can only use a test that
represents content all children have been taught.
However, if one is willing to arrive at some kind of
consensus about what children should know at
various age levels, then tests can be designed to
represent those areas.43

Criterion-referenced tests (CRTs) can provide
specific information that is directly tied to the
curricula being delivered in the classroom. Most
tests need to be developed locally to achieve this
level of specificity. Many States have, in recent
years, implemented a CRT statewide program in
order to assess progress on State-mandated goals and
skills. However, many people, from policymakers to
parents, also want a method for referencing how
students are doing with respect to the education of
the whole Nation. Parents and policymakers want
assurance that children are not just getting the set of
skills and knowledge that would make them success-
ful in Wyoming, for example, but rather that the
received education is preparing children for the
national workplace and postsecondary educational
institutions. Because States and districts continually
need to evaluate their own goals and curriculum,
data comparing their students to students across the

42M&m ~d ~- Op. Cit., footllde  9S P. 210

43~other fipo~t -t of the desi~ of no~.mfem~~ tests ~ to do with the  way  items w f~y selected to appe~  on the test. ‘ ‘One of the
most important criteria for deciding whether to retain a test item is how well that item contributes to the variability of test scores. ’ Rudner  et al. (eds.),
op. cit., footnote 2, p. 12. In this model, items that are too easy or too difficult maybe elimina ted from the test even if those items are related to important
Zearm”ng goals. For example, information that has been mastered by all children of a given age may not appear on the test because this information does
not deseribe  the differences in what they know.
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Nation can provide an important perspective on the
relative success of their educational efforts. At the
present time, nationally norm-referenced standard-
ized achievement tests are the only mechanism
available for achieving this type of ‘‘national
calibration." 44 Thus many States and districts will
adopt an overall testing program that uses both an
NRT and a CRT. One testing program (CRT) can
describe how the State is doing with respect to its
own curricular goals, the other (NRT) program can
describe how children in the State are achieving
relative to all children in the country .45

How Much is Enough? Setting Standards

It can be difficult to evaluate what either a CRT or
NRT score means without reference to some stand-
ard or decision about how much is enough. If a child
has mastered 70 percent of a given skill, how is she
doing? This score means something different to her
teacher if most other children in her class know 100
percent than if most know 50 percent. Or if the
school district expects 100 percent mastery of this
skill in first grade or fifth grade. Often, therefore,
cutoff scores are set to establish mastery levels.

In discussions of testing, this represents the more
technical meaning of the word “standard.”46 In this
case:

. . . a standard is an answer to the question ‘‘How
much is enough?’ There are standards for many
kinds of things, including the purity of food prod-
ucts, the effectiveness of fire extinguishers and the
cleanliness of auto exhaust fumes. When you choose
a passing score, you are setting a standard for
performance on a test.47

The most familiar testing example comes from
minimum competency testing; a passing score is set,
based on some criteria for competency, above which
students are certified and below which they are not.

The answer to “how much is enough?” is almost
always “it depends. ” How safe is safe enough and
how clean is clean enough are issues that have
occupied consumer safety and environmental pro-
tection advocates and policymakers for years. Choos-
ing a passing score on a test is rarely clear-cut. Any
standard is based on some type of judgment. In
testing, the choice of a passing score or scores
indicating levels of proficiency will be largely
reliant on judgments. In testing, “. . . it is important
that these judgments be:

1.

2.

3.

made by persons who are qualified to make
them;
meaningful to the persons who are making
them; and
made in a way that takes into account the
purpose of the test.”48

Because of the error inherent in any individual test
score, however, it is virtually impossible to choose
a passing score that will eliminate mistakes or wrong
decisions. Some test takers will pass when they
should have failed and some will fail when they
should have passed. When setting passing scores or
standards it is important to consider the relative
likelihood, importance, and social value of making
both of these kinds of wrong decisions.49

A second, more general use of the term standard
is also being employed in many of the current
discussions about testing.

As the history of the word reminds us, a “stand-
ard’ is a set of values around which we rally; we
“defend” standards. (The “standard” was the flag
held aloft in battle, used to identify and orient the
troops of a particular king.). . . Standards represent
. . . desirable behaviors, not the best typical be-
havior.50

This meaning of standard draws more from the
dictionary definition of a standard as “. . . some-
thing established by authority, custom, or general

Msee Li~, ~p  ~it,, foo~ote  41, pp. 181.19s, for Mm discussion of V~OUS  optio~  by which  State  and  Mtionril  comparisons might be made.

45 See ~So tie profiles  of hizona and Kentucky State testing programs in ch. 7.
Uwebster’s  defines this meting  ~ ‘‘. “ . something set up and established by authority as a rule for the measure of quantity, weight, exlen~ value

or quality.” Webster’s Ninth New Collegiate Dictionary (Springfield, MA: Merriam Webster, 1988), p. 1148.
47smuel A. Livl~gston  ad Micbel  J.  zie~,  passing  Scores : A Man~l  for Se#ing  Stanhrds  of Pe@o~nce  on Educational and occupational

Tests (Princeton, NJ: Educational lksting Service, 1982), p. 10.

@Ibid., p. 12.
dsFor  -lysis  ~d discussion of tec~~ problems  ~ tie sefi~g of cutoff Scores see, e.g., Robefi Gtio~ “Personnel Assessment, Sele&o~  and

Placement, ’ Handbook of Indusm”al and Organizational Psychology, vol. 2, M. Dunnette and L. Hough (eds.)  (Palo Alto, CA: Consulting Psychologists
~eSS, 1991), pp. 327-397.

~Grant  Wiggins, “ ‘Standards’ Should Mean ‘Qualities, ’ Not Quantities,” Education Week, vol. 9, No. 18, Jan. 24, 1990, p. 36.
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consent as a model or example.”51 A standard, in
this sense, is an exemplar-”. . . whether few,
many, or all students can meet or choose to meet it
is an independent issue. . . . "52

An example of this kind of standard that is now
widely cited is the Curriculum and Evaluation
Standards for School Mathematics prepared by the
National Council of Richer-s of Mathematics (NCTM).
This document contains a series of standards in-
tended to be criteria against which schools can judge
their own curricular and evaluation efforts. For
example, the first standard reads as follows:

Standard 1: Mathematics as Problem Solving
In grades K-4, the study of mathematics should
emphasize problem solving so that students can—
* use problem-solving approaches to investigate and

understand mathematical content;
* formulate problems from everyday and mathe-

matical situations;
* develop and apply strategies to solve a wide variety

of problems;
* verify and interpret results with respect to the 

original problem;
* acquire confidence in using mathematics mean-

ingfully.53

The specifics about how to test or assess this
standard or about ‘‘how much is enough?” are not
specified in the NCTM document. Instead it pro-
vides a common framework and a set of exemplars
toward which educators and students can work—
such standards describe what optimal performance
looks like and what is desirable for students to know.
Without clear standards for performance, many
students are left struggling to understand the criteria
on which they are being evaluated. Box 6-F,
excerpted from a contemporary play, highlights one
aspiring athlete’s struggle to ascertain the criteria or
standards by which his performance as an athlete is
being judged. Box 6-G describes some of the issues
involved in setting and maintaining standards.

What Should the Tests Look Like?

Currently almost all group-administered stand-
ardized achievement tests are made up of multiple-
choice items; increasing dissatisfaction with multiple-
choice technology as the single method for assessing

Box 6-F—Helping the Student Understand
Expectations: The Need for Clear Criteria

The need for explicit standards and criteria in
1earning is aptly described in this letter excerpted
from the play Love Letters. The letter is written by
a teen-age boy about his performance in crew.

I’m stroking the 4th crew now. Yesterday, I
rowed number 2 on the 3rd. Tomorrow I may row
number 6 on the 2nd or number 4 on the 4th. Who
knows? You get out there and work your butt off,
and the launch comes alongside and looks you over,
and the next day they post a list on the bulletin board
saying who will row what. They never tell you what
you did right or wrong, whether you’re shooting
your slide or bending your back or what. They just
post the latest results for all to see. Some days I think
I’m doing really well, and I get sent down two
crews. One day I was obviously hacking around, and
they moved me UP. There’s no rhyme or reason. I
went to Mr. Clark who is the head of rowing and I
said, ‘‘Look, Mr. Clark. There’s something wrong
about this system. People are constantly moving up
and down and no one knows why. It doesn’t seem
to have anything to do with whether you’re good or
bad, strong or weak, coordinated or uncoordinated.
It all seems random, And Mr. Clark said
“That’s life, Andy.” And walked away. Well
maybe that’s life, but it doesn’t have to be life. You
could easily make rules which made sense, so the
good ones moved up and the bad ones moved down,
and people knew what was going on. I’m serious.l

IFmm ~Ve titters,  a pI.sy W A.R. -w’

achievement has led to considerable cur-rent experi-
mentation with other item types and testing formats.
Although the pros and cons of multiple-choice items
are being widely and hotly debated, this testing
format has many valuable characteristics.

The multiple-choice item has achieved virtual
dominance of the large-scale testing market primar-
ily because of its psychometric and administrative
properties. Although expensive and difficult to
develop, multiple-choice items are efficient to ad-
minister and score, particularly when items and
answers are kept secure. Large numbers of students
can be tested simultaneously and their tests scored
and returned within a relatively short period of

SIWebster’s Ninth New Collegiate Dictionary, Op. Cit., fOOIIIOIe  46.
SzWig@, op. cit., fOOtOOte  50, P. ‘.

53 Natio~ Comcil  of ~~he~ of ~~eutics,  CumicuIum a~Eval~tion Stan&rdsfor  School Mathewtics (Reston,  VA: 1989), p. 23.

MA ~i~ s~~w achievemmt  test ~~~ cm  ~ SCOr~ ~d mpofled  tick to schwk in about 6 WdCS.
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time.54 These tests can also be administered without
any special training or equipment. The answers can
be objectively scored—thus seeming to avoid any
judgment or subjectivity in scoring and potential
controversy that might result.

The measurement properties of multiple-choice
items also make them very efficient. Many items can
be administered in a relatively short amount of
testing time, providing much information and mak-
ing composite scores highly stable and reliable. The
large number of items also allows each content
domain assessed to be represented by multiple
questions, which increases both the reliability and
validity of the test. Because large numbers of items
can be pretested efficiently, a large pool of good
items with empirical description of their difficulty
levels (and other item parameters of concern in the
design of tests) can be developed. Items in this pool
can also be tested for statistical evidence of bias.
Finally, multiple-choice items have been found to
perform as well as other, less efficient kinds of items
(e.g., essays) for specific functions such as predict-
ing freshman college grades.

55 The dominant testing
technology of the present—multiple-choice items in
a norm-referenced test—has been shown to be a very
efficient technology for some specific purposes, in
particular those purposes that require ranking indi-
viduals along a continuum. However, this is only
one of many educational uses for achievement tests.

The educational advantages of multiple-choice
items, the ways in which they enrich or enhance
learning, are harder to articulate. Historically, edu-
cational examinations consisted of oral or written
questions used to demonstrate mastery of content
taught. Most other industrialized countries do not
use multiple-choice examinations in education.56

Multiple-choice items were pressed into service in
this country when more efficient methods of testing
large numbers of students were needed (see ch. 4).
Each step in the historical process of examining—
from oral to written examinations, then from written
to multiple-choice—has taken us farther away from
the actual skills, such as oral and written expression,
that we want children to develop. Critics of multiple-
choice items argue that we spend considerable time

Photo crealt: Bob Daemmrich

These elementary school students are taking a multiple-
choice achievement test that requires filling in the

correct “bubble” on a separate answer sheet. Although
such tests have certain advantages, many educators
believe that negative effects on classroom practice

indicate a need for new testing approaches.

training students in a skill not required in life,
namely answering multiple-choice questions. As
one analyst has observed: ‘‘. . . most of the impor-
tant problems one faces in real life are ill-structured,
as are all the really important social, political, and
scientific problems in the world today. But ill-
structured problems are not found in standardized
achievement tests.”57 Many educators are now
arguing that achievement tests need to consist of
items and tasks that are more ‘‘authentic’ ‘—i.e., are
made up of skills that we actually want children to
practice and master, such as producing and explain-
ing how they reached the answer, writing a logical
argument, drawing a graph, or designing a scientific
experiment. These efforts are described at length in
the next chapter.

One of the consistent themes of the debate
throughout the last 70 years has been to ask whether
more open-ended items (e.g., essays) really measure

Sssee, e.g., Bren( Bridgcrnan  and Ctiles  ~wis, “Predictive Wlidity of Advanced Placement Essay and Multiple-Choice Examinations,” paper
presented at the annua! meeting of the National Council on Measurement in Educatiom Chicago, IL, April 1991.

MA ~jor ~xceptlon  is Jap~ which does ~ much (if not more) multiple-choice testing than does the United States. See ch. 5 for discussion.

57Norrnan Fredericksen,  ‘ ‘The Real I&t Bias: Influences of ‘I&sting  on Teaching and Learning, “American Psychologist, vol. 39, No, 3, March 19S4,
p. 199.
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Box 6-G—Setting and Maintaining Standards

Few tests in this country have attempted to provide interpretations of scores with respect to broad standards
of performance. Most judgments about how well a child or school is doing have been made through the use of
norms--essentially a standard based on average performance. The current effort by the National Assessment of
Educational Progress to establish national proficiency levels of performance-basic, proficient and advanced-in
mathematics is one such attempt.l

Consider two different methods that could be used by a teacher to grade the tests of his students. He could
decide to grade them all relative to one another; in this method he looks overall the answers that have been provided
and assigns the highest grade to those students with the highest scores and the lowest grade to the lowest scores.
This is a norm-referenced scoring system. Several problems arise with this system. First, there is no objective
referent-all of his students’ answers may still be better than the best answer given in the class next door. Second,
all of his students may have mastered the material of interest; if all have mastered it the actual differences that
underlie a high and a low score mean very little, and will reflect very fine-grained and perhaps unimportant
distinctions in their understanding. Thus, the drawback of this procedure is that a student’s performance is evaluated
solely with respect to the performance of others.

The second method would be to judge the work against some standard reflecting what his students should be
able to do. The teacher determines what an excellent, an average, and a poor answer would look like. AU students
are then judged relative to that standard, This is how many teachers assign letter grades. The most widely cited
problem with a standard-based scoring system is that it is hard to equate standards across teachers. Different teachers
hold different expectations for what their students should be able to do and what excellence looks like. However,
reference to some absolute standard of proficiency is in many ways the most meaningful kind of score, particularly
if one wants to compare progress across time or to raise the absolute level of achievement among students.

Some educational examinations, particularly in European countries, have attempted to set central standards and
have used various mechanisms to maintain the consistency of the standards. In Great Britain, for example, the new
national assessment involves a system of moderation of teacher judgments; initially, teachers are trained to make
judgments about student performance on a number of standardized tasks. During the administration of these tasks
at the end of the year, a moderator is sent to the schools to observe teachers, rate a subsample of students with the
teacher, discuss discrepancies in judgments, and in various other ways maintain the consistency with which the
standards are being applied by teachers in the school.2

Isee  ch. 3 for a further discussion of standard setting by the National Assessment of EducWiontd  pfOWSS (NAEP),

@are Bursw National Foundation for Educational Researck  Londom personal communication February 1991. See also Department
of Education and Science and the Welsh Ofllce,  England:
1987).

different traits, skills, or abilities than multiple- the root of the question of whether free-response and
choice items. As one reviewer states: choice-type tests are measuring the same thing (trait,

ability, level of knowledge) is an empirical one, not

The enduring question for the [multiple] choice type a philosophical or polemical one.58

items is whether or not these seemingly artificial Few data are available comparing the extent to
contrivances measure the same thing as the more which tests in different formats provide the same
‘‘natural and direct’ free-response types of item. information or different information. Results of a
Popular opinion on this question is rather well
formulated and almost universally negative, i.e., the few studies that shed light on this topic are some-

two types of items do measure the same thing. what mixed. In some areas, the research evidence

One can hear multiple-choice and true-false ques- suggests that multiple-choice and open-ended items
tions castigated in nearly any teachers’ lounge in the measure essentially the same skills.59 However,
country on a daily basis, and they are lampooned other research suggests that the extent to which
with regular frequency in cartoon strips. . . . But at open-ended or multiple-choice tests get at different

58Thou  P. Hog~ University of Wiscons@ Green Bay, “Relationship Between Free-Response and Choice-m llxts of Achievement: A Review
of the Literature,” paper prepared for the National Assessment of Educational Progress, 1981.

s~bid.; ~d MilhIEM and Greene, op. cit., footnote 24.
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Similarly, the International Baccalaureate Program has been developed to confer a degree on high schools
students worldwide. This program can be adopted by all high schools and is used at a number of schools in the
United States. In order to maintain the comparability of the credential across schools, teachers, and countries, the
program has a very detailed set of curricular requirements for various courses. Teachers are carefully trained in the
criteria for grading and judging performance of students in each discipline. Teachers must have their examinations
approved by the central administrative program. After an examination has been given and graded, the teacher sends
several student examinations-one receiving the highest score, one the middle score, and one the lowest score-to
the central administrative program where standards for grading are carefully matched. Feedback is provided to the
teacher if his grading standards are not in line with the central program standard.3

Recent developments in psychometric theory and its application to large-scale achievement testing also
provide some encouraging evidence of the possibility of calibrating test items designed at the State or local level
to a common scale. Group-level item-response theory may provide the technical model by which a shared pool of
items could be created for different States or districts. A State or district would not be limited to those items but
would include a sufficient number of these items so that the rest of their test could be calibrated to national norms
or standards.4 Such a model still requires, however, some degree of consensus about the content and curricular areas
to be tested.

“Trustworthy comparative data, . . demands a degree of agreement about the curriculum that many may consider to
be a threat to local control. It is one thing to agree that arithmetic should be assessed, or even that the assessment should
include applications of concepts such as ratios and percents. It may be something else to agree on the grade in which
the assessment of specific skills such as these should take place or on the appropriate items.5

For subjects such as literature-what books should students read and at what age?--or social studies, these issues
become even more thorny.

3ca01  M. Dahlberg, coordinator, International Baccalaureate ProgrturL Montgomery High School, Rockville,  MD, remks at Om
Workshop on Examination Systems in Other Countries and lessons for the U. S., Mar. 27-28, 1991.

4Ro~rt L. LiM, “~co~tabflity:  The Comparison of Educational Systems and the Quality of ‘lkSt Results,” Educational POh@,  vol.
1, No. 2, June 1987, pp. 181-198; and R. Darrell Bock and Robert J. Mislevy, “Comprehensive Educational Assessment for the States: The
Duplex Desi~” November 1987.

5L@ op. cit., f~tnote 4, p. 196-

skills will depend on the subject matter being tested. to improve the multiple-choice items that currently
Evidence is strong, for example, that essay tests of
writing provide different information than do multiple-
choice tests of writing.60 In part, the potential
usefulness of open-ended items will depend on the
purpose of the particular test and the kind of
information needed.

Multiple Choice: A Renewable Technology?

Because of concerns related to efficiency, reliabil-
ity, and economy, many researchers and test devel-
opers think that the multiple-choice test will proba-
bly always have some role to play in the assessment
of achievement. Therefore, educators and psychom-
etricians have become interested in exploring ways

dominate standardized achievement tests. A number
of State assessment programs have put efforts into
developing multiple-choice items that seem to
require more complex “thinking skills and are more
consistent with their changing educational goals.

For example, Michigan recently decided to move
away from an exclusively skill-based approach to
reading. New statewide reading objectives were
developed consonant with a redefinition of reading
as a process that involves constructing meaning
through a dynamic interaction between the reader,
the text, and the context of the reading situation. A
new approach to assessing these goals was also
needed, so the State embarked on developing new

‘R.E. Traub, “On the Equivalence of the Traits Assessed by Multiple-Choice and Constructed-Response lksts,”  Construction Versus Choice in
Cognifive  Measurement, R.E. Bemett  and W.C. Ward (eds.) (HiIlsdale, NJ: L. Erlbaum  Associates, in press); and Edys S. Quelhnalz,  “Designing
Writing Assessments: Balancing Fairness, Utility and Cost, “ Educational Evaluation and Policy Analysis, vol. 6, No. 1, spring 1984, pp. 63-72. It should
also be noted that much of the research that does exist about item differences has been based on college or college-bound students and 4’. . . hence those
of (a) above average ability, (b) beyond the years of rapid cognitive development, and (c) from predominantly rniddle-chws, White, Western cultural
background. ” Hogw op. cit., footnote 58, p. 46. Some of the field studies conducted as part of the National Assessment of Educational Progress can
and will provide much needed data about the performance of a diverse population of elementary and secondary students.
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tests to be used with grades 4,7, and 10. Michigan’s
innovative reading assessment program involves
many changes in the tests—including the use of
stories drawn from children’s literature and other
primary sources instead of short excerpted passages
or ones written for the test—while still employing a
multiple-choice format for answering the questions.
Such questions are designed to assess “constructing
meaning’ and “knowledge about reading” as well
as factors typically not tested such as a child’s
familiarity with the topic of the story and his or her
effort and interest in the testing questions.61

A point that is consistently made by those who
design educational tests is that multiple-choice
items are not restricted to assessing only basic skills
or the memorization of facts.62 Multiple-choice
items, if carefully crafted, can be used to assess very
high levels of expertise-for example in admissions
tests for graduate education (Law School Admission
Test, Graduate Record Exam) and board certifica-
t i o n  examinations for physicians. The ACT Science
Reasoning Test, which is part of the ACT used for
college admissions, uses multiple-choice items to
assess interpretation, analysis, evaluation, reason-
ing, and problem-solving skills required in the
natural sciences. Each unit on the test presents
scientific information-in the form of graphs, re-
sults of experiments, or descriptions of conflicting
scientific theories-that the student must interpret.
According to the test designers, advanced knowl-
edge in the subjects covered by the test (biology,
chemistry, physics, and the physical sciences) is not
required; instead the test emphasizes scientific
reasoning skills.63 The National Assessment of
Educational Progress (NAEP) has also put consider-
able effort into developing multiple-choice items to
measure thinking skills such as solving problems
and conducting inquiries in science, conceptual
understanding and problem-solving in mathematics,

and evaluating information and constructing mean-
ing in reading. See figure 6-4 for examples of items
drawn from these and other multiple-choice tests
designed to assess more complex thinking skills.

Recent research and development efforts have
suggested additional ways that multiple-choice tests
might be designed to reflect complex processes of
learning and development:

●

●

●

One effort to assess science understanding has
focused on trying to describe the various
“mental models’ that children hold before
they master the correct understanding of basic
scientific principles. Multiple-choice items,
such as the one in figure 6-5, are then designed
to represent these various mental models; each
distracter (or incorrect choice) represents a
commonly held misconception about a scien-
tific principle. Wrong answers can be examined
by the teacher to discern what misconceptions
each child may hold and better focus instruc-
tion.64

Similarly, if free-response answers given by
children to all kinds of open-ended tasks can be
analyzed, then the kinds of misunderstandings
and errors commonly made by children can be
described. This information can be used to
write distracters that reflect these errors (not
just to ‘ ‘trick’ students) and may then be useful
in diagnosing mistakes and error patterns.

Researchers for some time have explored ways
of giving partial credit for partial understanding
on multiple-choice questions. One method of
doing this involves giving different weights or
points to different answers that are written to
reflect incorrect, partial, and complete under-
standing of the solution. Partial credit scoring
procedures are particularly relevant for diag-

blFormore  Momtion  on the new Michigan reading tests see Edward Roeber ~d Peggy Dutcher, ‘ ‘Michigan’s Innovative Assessment of Reading, ”
Educational Leadership, vol. 46, No. 7, April 1989, pp. 64-69; and Edward D. Roeber,  Caroline S. Kirby, Geraldine J. Colernaq Peggy A. Dutcher,
and Robert L.C. Smith, Essential Skills Reading Test Bluepn”nt,  5th ed. (Lansing, MI: Michigan Department of Educatiom  Michigan Educational
Assessment Program, July 1989).

62willim  A. MCJUVnS,  “Using Perfo rrnance Assessment for Accountability Purposes: Some Problems, ” paper presented at the annual meeting of
the American Educational Research Association@ Chicago, IL, 1991; Anastasi,  op. cit., footnote 4; Thomas M. l-lalad~ “Context-Dependent Item
Sets,” Educational Measurement: Issues and Practice, in press; Millman and Greene, op. cit., footnote 24; and Imvis R. Aikeu  “Writing
Multiple-Choice Items to Measure Higher Ordex Educational Objectives,’ Educational and Psychological Measurement, vol. 42, No. 3, autumn 1982,
pp. 803-806.

bJ~e America College  l’w@  program, The AcTAsses~nt  Test Preparation Reference Manual for Teachers and Counselors (?OWa City, ~:
December 1990).

64Ric~d j. S~velWq Nefl B. Cw, ~d Nor~n  M. Webb, “Indicators of Science khievement:  Options for a Powexful  policy ~trumfa’ phi

Delta Kappan,  vol. 71, No. 9, May 1990, pp. 692-697.
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Figure 6-4--SampIe Multiple-Choice Items Designed To Measure Complex Thinking Skills

Thinking Skill:a

Knowing Science

Grade Levels: 4, 8, 12

Always Sometimes Never
True True True

Scientists should report
exactly what they observe . . . . ●

Belief  is the main basis for
scientific knowledge . . . . . . . . . . *

Knowledge is the goal of scientific
work . . . . . . . . . . . . . . . . . . . . . . . . . *

Scientific knowledge can be
questioned and changed . . . . . . ●

Knowledge discovered in the
past is used in current scientific
work . . . . . . . . . . . . . . . . . . . . . . . . . ●

Scientists who do experiments find
answers to their questions . . . .

Grade Level: 4

The methods of science can be used to answer all of the
following questions EXCEPT:

*(A) Are puppies more beautiful than spiders?
(B) How many oak trees grow in Pennsylvania?
(C) Which laundry detergent cleans best?
(D) What are the effects of lead pollution on trout?

Thinking Skill:b

Applying Principles

Grade 8

If the law of supply and demand works, the farmer
wi11 obtain the highest price for crops when

A. both supply and demand are great .

B. both supply and demand are low .

c . supply is great and demand is low .

*D . supply is low and demand is great .

Thinking Skill:c

Summarizing Ideas

Read the sentence. Then choose the essential phrase that should
be included in research notes for a paper on the subject.

Despite the fact that Puritan forces in England objected to plays and
tried to interfere with performances, theatrical entertainment enjoyed
great popularity in Shakespeare’s time, both with the public and with
the members of the royal court.

A royal court enjoyed plays during Shakespeare’s time

* B plays popular despite objection and interference by Puritans

C theatrical entertainment very popular with the public

D Puritans object to public performances

Thinking Skill:c

Comprehension

Read the question and then choose the best answer.

Which of these is most like an excerpt from a myth?

* A

B

c

D

And so the turbulent sea suddenly grew calm as Father
Neptune urged his steeds forward and flew off toward the
setting sun.

Gold coins were reported to have come from an ancient
Phoenician ship that sank off the island during Homeric times.

We lowered the sails but the Moon Goddess still lurched
violently on the crashing waves as we prepared to ride out the
storm.

Retrace the voyage of Ulysses in a 2 l-day adventure that takes
you from Asia Minor to the islands and mainland of Greece.

‘ Correct answers for multipleahoice items are indicated by a n
asterisk (“),

aSOURCE:  National A~essment of Ed~ational progress, ~’en~ ~j~b~~:  f99~ Assessment, booktet  No, 21 -S-1() (princeton,  w: 1989), pp. 45-46.

bSOURCE:  Connwticut  State Department of Edu*tion,  conn~fj~t  Assessment of Ed~tiona/  progress 1982-83:  Sw’al  Studies summary ad
/interpretations F?eport  (Hartford, CT: 1984).

CSOURCf=: c~CG~a~.Hill,  com~~herrsive  Test  of ~~ Ski//s (CTBS) C/ass Marragement  Guide:  using Test Ra.su/ts (Monterey, CA: 1990), pp. 68, 70.
These are sample items that do not appear on an actual test.
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Figure 6-5-Sample Multiple-Choice Item With Alternative Answers Representing

The correct answer is -–~—-

NOTE: The alternatives presented represent both the correct mental model of the effect of forces on a spaceship and
a variety of possible answers based on known, erroneous mental models that children hold.

SOURCE: R.J. Shavelson,  N.B. Carey, and N.M. Webb, “lndieators  of Seienee Achievement: Options for a Powerful
Policy Instruments,” Phi De/ta Ka#pan,  vol. 71, No. 9, May 1990, p. 697.

nostic tests designed to describe a student’s common set of data. The data may be in the
strengths and weaknesses.65 form of charts, graphs, results of experiments,

The complex multiple-choice item is a widely maps, or written materials. Students can be

used format in medical and health professions’ asked ‘‘. . . to identify relationships in data, to

testing programs where many questions have recognize valid conclusions, to appraise as-

more than one right answer. In this item type, sumptions and inferences, to detect proper

four or five answers are presented and the applications of data, and the like. ’ ’67

student can select any number of correct
responses from none to all.@ Redesigning Tests: Function Before Form

Another way that multiple-choice items can be Test use in schools has been increasing. Much of
used to measure more complex understandings the increase in the volume of school-based testing in
is to group a series of them together based on a the last decade has come from its rising popularity as

65~~ ~d &&% op. cit., fm~ote M; qlom  M. wd~ ‘‘The Effectiveness of Several Multiple-Choice Formats, ’ AppZieifkfeasurement
in Education, in press. For a discussion of ways in wtich  test theory will have to develop and change in order to accommodate the measurement of
problem-solving strategies and misconceptions see Robert J. Mislevy, Foun&tions  of  a New Test Theory, ETS Research Report RR 89-52-ONR
(Prineeto~  NJ: Educational Tksting  Service, October 1989).

66H~adW op.Cit,,fW~ote654‘rhis  item typc has been found to have a number of technical problem~.  Haladyna recommends tie relatti five-oPtion

“multiple true-false” item.
sTGro~~d  and L@ op. cit., footnote 16, p. 193.
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Table 6-3-Functions of Tests: What Designs Are Needed?

Classroom Selection, placement,
instructional guidance System monitoring and certification

Who needs to be describe d..........., . . . . . . . . . Individuals Groups of students Individuals

“Stakes” or consequences attached . . . . . . . . . . . . . Low High or low High

Comparability of information. . . . . . . . . . . . . . . . . . Low High High
Impartial scoring (not teachers) . . . . . . . . . . . . . . . No Yes Yes
Standardized administration . . . . . . . . . . . . . . . . . . . No Yes Yes

Type of information needed
Detailed v. general . . . . . . . . . . . . . . . . . . . . . . . . . . . Detailed General General
Frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Frequently during a Once a year or less Once a year or less

single school year
Results needed quickly . . . . . . . . . . . . . . . . . . . . . . . Yes No No

Technical requirements
Need for high test reliability (internal

insistency and stability) . . . . . . . . . . . . . . . . . . . Can vary Depends on size of group Very high
Type of validity evidence . . . . . . . . . . . . . . . . . . . . . . Content if low stakes: content Content

If high stakes: content Additional validity evidence
and construct must be demonstrated for

the specific purpose (e.g.,
certification = criterion
validity, selection = predic-
tive validity)

SOURCE: Office of Technology Assessment, 1992; adapted from Lauren B. Resnick and Daniel P. Resnick, “Assessing the Thinking Curriculum: New Tools
for Educational Reform,” paper prepared for the National Commission on Testing and Public Policy, August 1989. (To appear in B.R. Gifford  and
M.C. Connor  (eds.),  Future Assessments: Changing Views of Aptitude, Achievement, and /instruction (Boston, MA: Kluwer  Academic Publishers,
in press).)

an accountability tool for policymakers interested in
a measure of system effectiveness (see ch. 2). The
available testing technology—norm-referenced mul-
tiple-choice tests—has been pressed into service
even when the properties of this technology were not
well matched to the needs of the users. Similarly,
there has been increasing interest in the role that tests
can play in fostering learning and knowledge
acquisition in the classroom. For tests to have
educational value to the student in the classroom,
educators argue, the tests must be frequent, provide
feedback in a timely fashion, and make clear the
expectations and standards for learning. A single
testing technology no longer seems enough for the
needs of multiple users. How, then, should we
redesign achievement tests to better serve multiple
testing needs?

Table 6-3 summarizes the characteristics of tests
required for each of the three main functions of
testing. Consider first the system monitoring func-
tion of tests. In this case only groups of students need
to be described, that is classrooms, schools, districts,
or States. Individual scores are not needed. This
means that sampling methodologies can be used—a
representative subset of students can be tested and
accurate information obtained. One of the advan-

tages of a sampling methodology is that no individ-
ual scores are available, thus preventing their use for
unintended purposes such as selecting students for
special programs or grouping students according to
ability. One of the drawbacks sometimes cited for
sampling, however, is that students may not be
particularly motivated to give their best performance
when they are not going to receive personal scores
(see ch. 3).

In system monitoring, managerial uses can in-
clude information that has both high and low stakes.
Purely informational uses (without consequences)
may include program evaluation and curricular
evaluation. Similarly, some administrators may
want information about how their system is doing
but may not attach any particular rewards, sanctions,
or expectations to the test scores; test results would
have a “temperature taking” function. NAEP is an
example of a test designed to provide nationally
representative information of this type. However,
increasingly tests are being used for accountability
purposes-rewards and consequences are attached
to the results of those tests and they are being used
as a lever to motivate improvement. When this
happens, the informational value of the test can be
compromised. Attention is readily focused on test
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performance as a goal of instruction; in this case
improvement in test scores may or may not signal
growth in real achievement.68

Many of the characteristics of tests designed for
monitoring systems are those expected from stand-
ardized achievement tests. It is very important that
the results obtained from these tests be comparable
across students and that they can be aggregated in a
meaningful way. This means that the tests must be
standardized in administration and scoring. Impar-
tial scoring is very important. The monitoring of
systems requires general information at occasional
intervals (usually once a year or less). The results are
not needed immediately.

Tests used for selection, placement, or certifica-
tion differ from tests used for system monitoring in
several major ways. First, each student must receive
a score. Second, the kinds of decisions these tests are
used to make are almost always high stakes-they
can have significant consequences for an individ-
ual’s educational career. Tests used for selection,
placement, and certification must meet exception-
ally high standards of comparability, reliability, and
validity. As with tests used for monitoring systems,
impartial scoring and standardized administration
are required; similarly the information required is
general, needed infrequently (once a year or less)
and not required quickly.

The third major difference is in the kind of
validity evidence required. Tests for selection,
placement, or certification must be validated for
each of those specific uses. Thus certification tests
need criterion-related validity evidence particularly
related to the ‘‘cutoff scores’ that are established to
certify mastery. Selection tests need predictive
validity evidence demonstrating that test results
relate to future performance or ability to benefit from
a particular resource or intervention. In the current
debate about redesigning tests, there is little discus-
sion by educators or measurement specialists about
needing or using various new test designs for
selection. In part, this may be due to a fairly
widespread and entrenched belief that selection tests
are not appropriate for elementary school and, for the
most part, not within secondary school either.69

Tests designed for classroom use are the most
divergent in their design requirements (see table
6-3), differing significantly both from existing and
new tests designed to serve managerial fictions.
Tests used by teachers to monitor learning and
provide feedback need to provide detailed informa-
tion on a frequent basis, as quickly as possible.
Because classroom tests are very closely related to
the goals of instruction, time spent on testing need
not be considered ‘‘wasted time. ’ As testing at the
classroom level becomes more integrated with
instruction, the time constraints so often in-posed on
tests can be relaxed considerably because time spent
on tests is also time spent learning. Because these
tests do not carry high stakes and because they are
not going to be used to make comparisons among
students or schools, they are free of many of the
stringent requirements of standardization, impartial
scoring, and need for comparability. However, the
more that teachers or school systems want these
classroom level tests to be useful for other purposes,
i.e., to make high-stakes decisions about individuals
or to aggregate the information across classrooms or
schools, the more that these classroom tests will
need to incorporate features that provide compara-
bility and standardization. It is difficult to prevent
the misuse of information once that information
has been collected. One of the dangers, therefore,
in relaxing technical standards for classroom
tests is that the use of the scores cannot be
restricted or monitored appropriately once they
are obtained.

How can the various functions of testing and
design requirements be coordinated with one an-
other? Most investigators working in test design
today believe that one test cannot successfully serve
all testing functions.

Many of the features of tests that can effectively
influence classroom learning are very different from
the requirements of large-scale managerial testing.
Many testing experts believe that we need two
distinct types of tests to serve these two functions

~For  a disc~sion  of tie ‘ ‘L&e Wo&gon Effect” and other evidence about how gains in test scores ~ be attained tithout  tif!feCting ‘‘rd
achievement, ’ see ch. 2.

6~ey,  op. Cit., footnote 35-
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because the requirements are so divergent.70 The
Pittsburgh school district, for example, has devel-
oped a diagnostic testing system, called Monitoring
Achievement in Pittsburgh (MAP), which is charac-
terized by tests closely aligned with curricula, brief
and frequent administration of those tests, and rapid
turnaround of results. These test results are then used
to inform instruction, as teachers can see whether an
objective that has been covered has, in fact, been
learned by the class and tailor instruction accord-
ingly. Pittsburgh uses a different test for system
monitoring; analyses have suggested that recent
gains on this traditional norm-referenced test are
largely due to the effects of MAP.71

Conclusions

No testing program operates in a void. The effects
of any testing program on the school system as a
whole, or of different tests on one another, need to
be continually monitored. The effect of other testing
requirements, imposed by the State or a special
program such as Chapter 1, may also affect the
impact of a new test or new reform program. The

consequences of a given test—to the individual
student, the teacher, the school—will heavily influ-
ence the effects of that test on learning and
instruction. A beautifully designed and education-
ally relevant test may have no impact if no one looks
at its scores; the poorest quality test available could
conceivably influence much of a school’s educa-
tional climate if the stakes attached to it are high.

What a test looks like-the kinds of tasks and
questions it includes-should depend on the in-
tended purpose of the test. As the next chapter will
illustrate, test formats can vary widely from multiple-
choice to essays to portfolios. Different types of
testing tasks will be more or less useful depending
on the purpose of the test and the type of information
needed. The purpose of a test and a definition of
what it is intended to assess need to be carefully
determined  before test formats are chosen. More-
over, critical issues such as bias, reliability, and
validity will not be resolved by changing the format
of the test.

Topa~ G. ~M~eu and Richard C. Wallace, Jr., “Up Against the Wall: Psychometrics Meets Praxis, ” Educational Measurement: Issues and
Practice, vol. 5, No. 1, spring 1986, pp. 12-16; and Educational lksting Service, “Instructional and Accountability lksting in American Education:
Different Purposes, Different Needs,” brochure, 1990.

Tl~~ieu  and WaHMX, op. cit., footnote 70; and Paul G. hMahieu, ‘‘The Effects on Achievement and Instructional Content of a Program of Student
Monitoring Through Prequent  lksting, “ Et ..atio~I E~a[~tiOn ad policy tl~[ysis, VO1. 6, No. 2, summer 1984, pp. 175-187.
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CHAPTER 7

Performance Assessment: Methods and Characteristics

Highlights
Many school districts and States are turning to performance assessment-testing that requires students
to create answers or products that demonstrate what they know and can do-as a complement to their
traditional testing programs. Thirty-six States now use direct writing samples, and 21 States use other
types of performance assessment (in addition to writing samples) on a mandatory, voluntary, or
experimental basis.
Writing samples and constructed-response items, which require test takers to produce an answer rather
than select from a number of options, are the most common forms of performance assessment; other
methods, such as portfolios of student work, exhibitions and simulations, science experiments, and oral
interviews, are still in their infancy.
Although performance assessment methods vary, they share certain key features. They involve direct
observation of student behavior on tasks resembling those considered necessary in the real world, and
they shed light on students’ learning and thinking processes in addition to the correctness of their
answers.
Performance assessment methods must meet the challenge of producing reliable and valid estimates
of student achievement before they can be used for high-stakes decisions involved in system
monitoring or selection, placement, and certification. Procedures to reduce subjectivity and eliminate
error in human scoring have been developed and used with some success in scoring essays and student
writing samples.
Researchers are developing methods for machine scoring of constructed-response items. Test taking
by computer is one approach. Others include having students fill in grids to answer mathematics
problems or draw responses on a graph or diagram.
Advanced information technologies could significantly enhance performance assessment methods:
tracking student progress, standardizing scoring, presenting simulations and problems, video recording
performance for later analysis, and training teachers are among the most promising possibilities.
Performance assessment is usually more expensive in dollar outlays than conventional multiple-choice
testing because it requires more time and labor to administer and score. However, these high costs
might be balanced by the added instructional benefits of teacher participation in developing and
scoring tests, and by the closer integration of testing and instruction in the classroom.
For performance assessment to become a meaningful complement or substitute for conventional
testing, educating teachers and the general public will be critical. Teachers need to learn how to use,
score, and interpret performance assessments. The public, accustomed to data ranking students on
norm-referenced, multiple-choice tests, needs to understand the goals and products of performance
assessment.
Changing the format of tests will not by itself ensure that the tests better meet educational goals.
However, since what is tested often drives what is taught, testing should be designed to reflect
outcomes that are desired as a result of schooling.

Introduction

Springdale High School, Springdale, Arkansas.
Spring 1990. Instead of end-of-year examinations,
seniors receive the following assignment for a
required “Final Performance Across the Disci-
pl ines’

–201 -

Discuss behavior patterns as reflected in the insect
world, in animals, in human beings, and in literature.
Be sure to include references to your course work
over the term in Inquiry and Expression, Literature
and the Arts, Social Studies, and Science. This may
draw upon works we have studied, including Macbeth,
Stephen Crane’s poetry, Swift’s “A Modest Pro-
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posal” and other essays, Mark Twain’s fiction,
materials from the drug prevention and communica-
tion workshop, or behaviors you have observed in
school. You may also add references to what you
have read about in the news recently. On day 1 of the
examination you will be given 4 periods in which to
brainstorm, make an outline, write a rough draft, and
write a final copy in standard composition form. You
will be graded not only on how well you assimilate
the material but also how well you reflect our
‘‘student as worker” metaphor and how responsibly
you act during the testing period. On day 2 of the
examination, you will assemble in villages of three,
evaluate anonymous papers according to a set of
criteria, and come to a consensus about a grade. Each
paper will be evaluated by at least two groups and
two instructors. Part of your overall semester grade
will reflect how responsibly you act as a member of
a team in this task.l

Constable Elementary School, South Brunswick,
New Jersey. Fall 1990.2 Every morning, between
10:30 and 11:50, first grade teacher Sharon Suskin
settles her class down to a quiet activity supervised
by an aide while she calls one student at a time up to
her table. With Manuel she says: “I’m going to read
you this story but I want you to help me. Where do
I start to read? ‘‘As the shy 6-year-old holds the book
right side up and points to the print on the first page,
she smiles and continues: ‘‘Show me where to
start.’ She puts a check on her list if he begins at the
top left, another if he moves his finger from left to
right, another for going page by page. When it is
Joanna’s turn, she asks her to spell some words:
“truck,” “dress,” “feet.” Mrs. Suskin makes a
note that, while last month Joanna was stringing
together random letters, she now has moved into a
more advanced phonetic spelling-’ ’t-r-k”, “j-r-s”
and “f-e-t”—representing the sounds in a word.
Mrs. Suskin spends anywhere from 2 to 10 minutes
with each child, covering about one-half the class
each morning, and files the results in each child’s
portfolio later in the day. When parents come in for
conferences, out comes the portfolio. Mrs. Suskin
shows Manuel’s parents how far he has come in
reading skills; Joanna’s parents see records of
progress rather than grades or test scores. Mrs.
Suskin refers to the portfolio regularly, when group-

ing students having similar difficulties, or when she
wishes to check on special areas where an individual
child needs help. It’s a lot of work, she admits, but
she says it gives her a picture of each child’s
emerging literacy. She laughs: “It makes me put on
paper all those things I used to keep in my head.’

All Over California, Spring 1990.3 All 1.1 million
fifth, seventh, and ninth grade students in California
were huffing and puffing, running and reaching.
They were being tested in five measures of fitness:
muscular strength (pull ups); muscular endurance
(sit ups); cardiovascular fitness (a mile run); flexibil-
ity (sit and reach); and body fat composition (skin
fold measurements). Results were tabulated by age
and sex, along with self-reported data of other
behavior, such as the amount of time spent watching
television or engaging in physical activity. The tasks
and standards were known in advance, and local
physical education teachers had been trained to
conduct the scoring themselves. The results were
distressing: only 20 percent of the students could
complete four or five tasks at the “acceptable”
level. The bad news sent a signal to the physical
education programs all over the State. Teaching to
this test is encouraged as schools work to get better
results on the next test administration. The overall
goal is more ambitious-to focus awareness on the
need for increasing attention to physical fitness for
all students, and to change their fitness level for the
better.

Why Performance Assessment?
These vignettes are examples of performance

assessment, a broad set of testing methods being
developed and applied in schools, districts, and
sometimes statewide. This concept is based on the
premise that testing should be more closely related
to the kinds of tasks and skills children are striving
to learn. Emotionally charged terms have been
applied to this vision of testing. ‘‘Authentic, ’
“appropriate,” “direct,” and even “intelligent”
assessment imply something pejorative about multiple-
choice tests. This rhetoric tends to ignore that certain
multiple-choice tests can provide valuable informa-
tion about student achievement. OTA uses the more

IBroW  Utiv=siw,  me co~tion of EsWnti~ Schools, Horace, VO1.  1, No. 6, ~ch 1~, P. 4.

@rem Ruth Mitchell and Amy Stempel, Council for Basic Educatio~ ‘‘Six Case Studies of Performance Assessment, ” OTA contractor report, March
1991.

sD~e CW150% ‘ ‘what’s New in Large-scale  Perfo rmance lksting, ’ paper presented at the Boulder Conference of State ‘lksting Directon,  Boulder,
CO, June 10-12, 1990.
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neutral and descriptive term “performance assess-
ment” to refer to testing that requires a student
to create an answer or a product that demon-
strates his or her knowledge or skills.

The act of creating an answer or a product on a test
can take many forms. Performance assessment
covers a range of methods on a continuum, from
short-answer questions to open-ended questions
requiring students to write essays or otherwise
demonstrate understanding of multiple facts and
issues. Performance assessment could involve an
experiment demonstrating understanding of scien-
tific principles and procedures, or the creation and
defense of a position in oral argument or comprehen-
sive performance. Or it may mean assembling a
portfolio of materials over a course of study, to
illustrate the development and growth of a student in
a particular domain or skill (see ch. 1, box l-D).

Whatever the specific tasks involved, this move
toward testing based on direct observation of per-
formance has been described by some educators as
‘‘nothing short of a revolution’ in assessment.4

Given that performance assessment has been
used in businesses and military training for many
years, and by teachers in their classrooms as one
mechanism to assess student progress, the real
revolution is in using performance assessment as
a part of large-scale testing programs in ele-
mentary and secondary schools.

The move toward alternative forms of testing

students has been motivated by new understandings
of how children learn as well as changing views of
curriculum. Recent research suggests that complex
thinking and learning involves processes that cannot
be reduced to a routine ,5 that knowledge is a
complex network of information and abilities rather
than a series of isolated facts and skills, According
to this research, students need to be able to
successfully engage in tasks that have multiple
solutions and require interpretive and nuanced
judgments. This kind of performance in real-world
settings is inextricably supported and enriched by

Photo credit: Norwalk High School, Norwalk, CT

Performance assessment often involves direct observation
of students engaged in classroom tasks. For example,

examinations that require students to plan, conduct, and
describe experiments reinforce instruction that
emphasizes scientific understanding through

hands-on activities.

other people and by knowledge-extending artifacts
like computers, calculators, and texts.6

This view of learning challenges traditional views
of how to structure curricula and teach, and therefore
also how to evaluate students’ competence. If
knowledge is linked in complex ways to situations
in which it is used, then testing should assign
students tasks that require interpretation and appli-
cation of knowledge. If instruction is increasingly
individualized, adaptive, and interactive, assess-
ment should share these characteristics. However,
educators trying to implement curricular innova-
tions based on this more complex view of learning
outcomes have found their new programs judged by
traditional tests that do not cover the skills and goals
central to their innovations. Many say that school
reform without testing reform is impossible. For
example, the National Council of Teachers of
English recently warned that: “. . . school restruc-
turing may be doomed unless it helps schools move
beyond the limitations of standardized tests. ’

4Jack  Foster, secretary for Education and Humanities, State of Kentucky, personal commticatio~  Mw. 11, 1991.

Ssee dso  ch. 2; and Center  for Children and Technology, Bank Smeet college, “Applications in Educational Assessment: Future Technologies, ”
OTA contractor report, February 1990.

6Ad~tio~  interest in ~crmed te=~ng  of more complex  ~~g stills  comes not only ~ause  of disappointing evidence about students’ abilities,

but also because of the belief that all workers will require these adaptive capabilities, i.e., the ability to apply knowledge to new situations.
7New York Sbte  United Teachers Task Force on Student Assessment, “Multiple Choices: Reforming Student Testing in New York State,”

unpublished report, January 1991, p. 12: citing the 1990 National Council of T&chers  of Englisb  Report  on Trends and Issues.
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Educators advocating performance assessment
are also interested in the possibility of making good
assessment a more integral and effective part of the
learning process. These advocates hope that stand-
ardized performance-based testing can become a
helpful part of classroom learning rather than a
distraction or a derailment of classroom practices. In
this view, time spent studying or practicing for tests,
or even going through the tests themselves, is no
longer seen as time away from valuable classroom
learning but rather an integral learning experience.8

Indeed, some proponents of performance assess-
ment suggest that its strongest value lies in how it
can influence curriculum and instruction by model-
ing desired educational outcomes. Although ‘‘teach-
ing to the test ‘‘ is disparaged when a test calls for
selection of isolated facts from a multiple-choice
format, it becomes the modus operandi in perform-
ance assessment. Perhaps the prime reason for the
popularity of performance assessment today stems
from the idea that student learning should be guided
by clear, understandable, and authentic examples
that demonstrate the desired use of knowledge and
skills. Assessment is then defined as the tool to judge
how close the student has come to replicating the
level of expertise modeled in the examples. The
theory is that performance assessment is an effective
method for clarifying standards, building consensus
about goals, and delivering a more cohesive curricu-
lum throughout a school system.

As States and districts begin to change their
educational goals and curricula, student assessments
are also being revised to meet these changing
standards and goals. Educators have always recog-
nized that traditional multiple-choice tests do not
capture all the objectives valued in the curricula.
Some testing programs have attempted to overcome
this problem by incorporating some open-ended
tasks. However, the increasing stakes attached to
traditional test scores has given the tested objectives
a great deal of attention and weight in classrooms,
often at the expense of objectives that are valued but
not directly tested. Policymakers have become
interested in tests covering a much wider range of

skills and educational objectives, and in various
forms of performance assessment that can broaden
educational outcomes.

The real policy issue is not a choice between
performance assessment and multiple choice, but
using tests to enrich learning and understand
student progress. Embracing performance as-
sessment does not imply throwing out multiple-
choice tests; most States are looking to perform-
ance assessment as a means of filling in the gaps.
The skills that are not usually evaluated on multiple-
choice tests—writing, oral skills, ability to organize
material, or perform experiments-have been the
first candidates for performance assessments. New
York’s position is illustrative:

Student performance assessments should be de-
veloped as a significant component of the state’s
system of assessment. These assessments would
include improved multiple-choice tests and incorpo-
rate authentic ‘real-life’ measures of student knowl-
edge. Student performance, judged against clearly
defined standards of excellence, would better meas-
ure the skills of critical thinking, reasoning, informa-
tion retrieval and problem solving. Such perform-
ance assessments could include portfolios, hands-on
problem-solving projects, and demonstrations of
ability and knowledge.9

State Activities in Performance
Assessment

State and local districts have rapidly adopted
performance assessment for a range of grade levels
and testing objectives. OTA estimates that, as of
1991, 36 States were assessing writing using direct
writing samples (see figure 7-l); in addition, 21
States had implemented other types of performance
assessment on a mandatory, voluntary, or experi-
mental basis10 (see figure 7-2). At the present time,
most performance assessments are on a pilot or
voluntary basis at the State level. When mandated
statewide, performance assessments tend to be
administered in one or two subjects at selected grade
levels.

8~~ i~~ue ~ ~Wmt ~licatiom for the mbtion  of costs associated with alternative testing pmgrms. See discussion ~ ch. 1.

%Jew  York State United ‘Xkachers T&k Force on Student Assessmen4  op. cit., footnote 7, p. 4.
Iooffice  of ~~oloa  ~s==nt  ti~, 19910  me categow of Wrifig  ~~ssments  hchld~  @st those tests that evaluate student writing skills by

asking them to write at some length (paragraphs or essays); other perfo rmance  assessments reported by States included portfolios, exhibitions or
activities, and open-ended paper-and-pencil tests that include student-created answers. This last category includes student essays designed to test
knowledge on a particular subject, not testing writing slds per se.
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Figure 7-l-State Testing Programs: Direct Sample Writing Assessments, 1991

Mandated writing assessments (n=32)
Optional writing assessments (n=4)
Future plans to assess writing (n=9)
No current or future plans to assess writing (n=5 )

NOTE: “Future plans” includes current pilot programs.

SOURCE: Office of Technology Assessment, 1992.

Figure 7-2—Statewide Performance Assessments,
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NOTE: Map includes optional programs.

SOURCE: Office of Technology Assessment, 1992.
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Seven States (Arizona, California, Connecticut,
Kentucky, Maryland, New York, and Vermontll) are
moving their educational evaluation systems toward
performance assessment, gradually reducing reli-
ance on norm-referenced multiple-choice testing.
Each State has approached the change differently,
but they view performance assessment as a tool not
only for understanding the progress of individual
students, but also for school, district, or State
accountability. These State efforts will exert a
tremendous influence as comparisons and rankings
between schools develop, and policy decisions are
made as a result of these new testing results.

The variety of approaches in State testing policies
stands in contrast to the traditional State processes
for test selection. Historically, State departments of
education selected tests with little or no input from
teachers or the public. The testing division would
invite publishers to bid on the development of a
norm-referenced or criterion-referenced test based
on the State’s curriculum, or, more commonly, shop
around and then purchase ‘‘off-the-shelf’ tests such
as the Iowa Tests of Basic Skills, Stanford Achieve-
ment Tests, California Achievement Tests, or other
popular norm-referenced achievement tests.12 This
process is changing.

The State profiles in boxes 7-A, 7-B, and 7-C
provide a picture of how some States are moving
toward greater use of performance assessment in
their statewide testing programs. They illustrate the
motivation behind these changes, as well as prob-
lems and barriers States face in implementing these
changes.

The Many Faces of Performance
Assessment: Forms and Functions

Performance assessment can take many forms.
The central defining element in all performance
assessment methods is that the test taker creates an

answer or product to demonstrate knowledge or
skills in a particular field. From paper-and-pencil,
short-answer questions to essays requiring use of
knowledge in context, oral interviews, experiments,
exhibitions, and comprehensive portfolios with mul-
tiple examples of a student’s work over a period of
an entire year or longer, each type has its own
characteristics. Nonetheless, many characteristics
are shared. This section describes some of the
common forms of performance assessment used in
K-12 schools today. It is followed by a section that
summarizes the common characteristics of perform-
ance assessment.

Constructed-Response Items

Paper-and-pencil tests designed by teachers have
long been a regular feature of the classroom;
teachers typically employ a range of item types that
include mathematics calculations, geometry proofs,
drawing graphs, fill-in-the-blank, matching, defini-
tions, short written answers, and essays. Except for
multiple choice and essays, few of these item types
have been used for large-scale standardized testing
programs, but test developers and educators have
begun to consider this possibility.

The term constructed-response (CR) item is
commonly used to distinguish these items from
items such as multiple choice that require selecting
a response among the several options presented. CR
items require students to produce or construct their
own answers.13

Several educational advantages might be gained
by expanding the use of CR items .14 First, they have
higher face validities: they look more like the kinds
of tasks we want children to be able to do. Second,
these item types may do a better job of reflecting the
complexity of knowledge, because they can allow
partial credit for partial understanding. Third, these
item types may enhance the reliability and validity
of scores because they eliminate guessing and other

I Ivemont  did not r-e statewide testing prior to 1990. The introduction of pdorman ce assessment through portfolios in mathematics and writing
is the fust  mandated statewide testing.

Izsee ch. 6 for ~er discussion of norm-referenced teSti.Ug.
13A ~up  of res=hers at the Educatio~ ‘lksting Service has attempted to describe a framework for Categoti@ sOme of time  item types.  These

researchers have ordered a number of such item types along an “openness” continuum that includes selection/identiilcatio%  reorderinghwrran gement,
substitution/correction, completion and construction. See Randy E. BennetC  William C. Ward, Donald A. Rock  and Colleen  LaHart, “Toward a
Framework for Constructed-Response Items,” ETS research report RR 90-7, 1990.

ldfiido;  and James  BraSwell and J. Kup~  ‘‘Item Formats in ~theInatiCS,  ’ Construction Versus Choice in Cognitive Measurement, R.E. Bennett
and W.C. Ward (eds.) (Hillsdale,  NJ: L. Erlbaum  Associates, in press).



Chapter 7—Performance Assessment: Methods and Characteristics . 207

Box 7-A—The Arizona Student Assessment Programl

Arizona revised its curriculum substantially and then discovered that existing State-mandated tests were no
longer appropriate. Teachers carried a heavy annual testing burden, but remained unsure how the various tests
corresponded to what they were expected to teach. Describing the old State-mandated testing required in grades 1
through 12 every spring, using the Iowa Tests of Basic Skills (ITBS), Tests of Achievement and Proficiency (TAP),
and district testing under the Continuous Uniform Evaluation System (CUES), one teacher expressed frustration:

We have these CUES tests, pre- and post-test. . . , In one grade we have 135 little skills tests in all of those forms,
pre- and post-test. We teach what we think is important to teach. . . until right before our CUES tests. Then we teach
students how to do well on the CUES tests. We also give the Iowa Tests of Basic Skills and it takes about a week.
We teach what we think is important all year long. . . until right before the ITBS. Then we teach students how to take
the ITBS. . . . We get the scores back on the ITBS right before students leave for the summer, and I usually have to
follow students out the door on the last day with a stapler in one hand and the test scores in the other so I can staple
the score reports onto their report cards. We have an entirely different group of students over the next year so that
it doesn’t do much good to analyze the test scores over the summer. . . . I feel confused. What are we supposed to
teach? What is valued? It seems to me we are spending a great deal of time getting ready for two measures that are
at odds with what we have agreed in my district is important to teach.2

Statewide curriculum frameworks, known as Essential Skills Documents (ESDs), were developed starting in
1986, to outline broad competencies and goals at the elementary, middle, and high school levels across the State.3

Most teachers enthusiastically embraced the documents but some lamented: “That’s the way I’d like to teach . . .
if it weren’t for the way we test. ’ Reflecting this concern, the State legislature set up a joint committee in 1987
to review the overall teaching and assessment program in the State, looking especially to see if the skills and
processes identified in the Essential Skills curriculum frameworks were being successfully acquired by Arizona
students.

An independent committee analyzed whether the skills required in the ESDs were being assessed in the ITBS
and TAP. Results for mathematics, reading, and writing indicated that only 20 to 40 percent (with an average of
26 percent) of the Essential Skills were assessed by the ITBS and TAP. Thus, even with annual testing for all grades,
Arizona was only receiving information on how well students were mastering one-quarter of the content of the new
curriculum. As one teacher said:

The teachers in Arizona can’t serve two masters. If they want the teachers to do a good job of teaching math
they can use the Essential Skills Documents . . . and throw out the ITBS tests, or teach the ITBS tests and throw out
the Essential Skills Documents.5

With the support of teachers, school boards, administrators, and the business community, the legislature passed
State Law 1442 by a landslide. The act required the Arizona Department of Education to create an assessment plan
that would do a better job of testing the Essential Skills. Thus the Arizona Student Assessment Program (ASAP)
was born in the spring of 1990, setting a new approach to State testing.

ASAP is an umbrella program composed of new performance measures, continuing but reduced emphasis on
norm-referenced testing, and extensive school, district, and State report cards. Riverside Publishing Co., the same
company that produces the TAP and ITBS, was selected to produce the new assessments at the benchmark grades
of 3, 8, and 12 in each of the three subject areas. To best match the goals of the ESDs, the new tests were to be
performance- and curriculum-based assessments. The language arts assessment is an interesting example.
Paralleling the way writing is taught under the language arts framework the assessment is a two-step process. On
the first day of testing, students engage in the steps that make up the “rewriting” process (e.g., brainstorming,
listing, mapping, or “webbing” ideas) and creating a first draft; on the second day of testing, they reread the draft,

IMuch  of this di~ussion  is taken from Ruth Mitchell and Amy Stempel, Council for Basic Educatio%  ‘Six Case StUdieS Of perfo~ce
Assessment” OTA contractor repon  March 1991.

2~i~Bm~  ~to~ ( ‘Developing Educational Perfo rmance ‘Iksts for a Statewide Progmm, “ Educational PerjormanceAssessment,  Fred
L. Finch (cd.) (Chicago, IL: Riverside Publishing Co., 1991), p. 47.

3~e lmmge  arts fraruworlc  was published  in 1986 and the mathematics framework in 1987; by the end of 1990,  Essential SkillS
Documents were available in 12 subjects including, in addition to the above, frameworks in science, health, sociat studies, and the arts. Mitchell
and Stempel,  op. cit., foomote 1.

d~tou op. cit., foomote 2.

5~om Department  of Educatiou  Arizona Essential  Skillsfor  Mathematics @hoefi, ~: J~Y 1987), P. i.
Continued on next page
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Box 7-A—The Arizona Student Assessment Programl--Continued

revise, and write a second draft. Similar performance-based assessments have been created for mathematics and
reading, with science and social studies assessments also under development.

The first official assessment will be implemented in March 1992 and scored by teachers at regional scoring
sites, none more than an hour’s drive from any district. Classroom teachers are being trained and certified as scorers,
and will receive a small stipend and graduate credit for their work In pilot scoring sessions, scoring was found to
be reliable between readers as well as consistent when a reader was given the same paper to score more than once.
Scoring also took less time than expected.6 Having the classroom teachers score the examinations is seen as a
positive staff development activity, as teachers become involved in setting common quality standards and in sharing
the review process with their colleagues from around the State.

Norm-referenced tests (NRTs) are being continued as a way to compare       Arizona’s student achievement against
a national testing reference. However, their influence is being reduced Students will take only a part of the ITBS
and TAP each year (i.e., subtests, rather than the full test battery), reducing test-taking time overall by one-half to
two-thirds.7 The norm-referenced testing will be moved from spring to fall, further reducing their impact Scores
derived from spring testing had been considered a reflection of what the teachers taught over the past year, even
if the test content did not always correspond to what was actually taught. Teachers often felt pressured to spend
considerable time preparing students for the spring tests. With fall testing, both teachers and students should face
the tests with more equanimity, and there will be less pressure to “prep” students. Fall testing also means that scores
will be returned in time to be used for that year’s instructional planning.

The third component of ASAP changes the way school and district achievement will be reported. Previously,
each July things got “hot” in Arizona, as newspaper stories listed every school in a district alongside their test
scores on the TAP and ITBS. Little interpretative information was provided and the message was implicit-the
higher the score, the better the school. The new reporting system will try to paint a more realistic picture of
achievement at the school, district, and State level. These annual “Arizona Report Cards’ will report Essential
Skills scores, NRT scores, and other factors that reflect achievement (e.g., numbers of students in advanced courses,
science fair winners, and special award winners). However, to set these in context, factors that affect achievement
are also reported, such as student socioeconomic status, mobility rate, percentage of students with limited English
proficiency, and faculty turnover rates. Although it is assumed that school and district comparisons will continue
to be made, it is hoped that these comparisons will be made on a more meaningful and realistic cluster of factors.

When the new program was introduced to teams of 850 teachers from across the State at a 3-day conference
in October 1990, teacher reaction was mixed. Although many were pleased with the new approach, they were
concerned with the difficulty of putting the new system into place. As one said: “The staff development needs are
incredible. We need staff development on pedagogy, on writing, on logic, everything. To do this in the timeframe
we have, we need big bucks. ”

Assessment costs are difficult to determine because the change in assessment is aligned to changes across the
system-especially curriculum development and professional development. Money saved from less ITBS and TAP
testing will be used for all three parts of the ASAP in coming years--NRTs, performance assessments, and
nontest indicators. Nevertheless, costs for the program (the request for proposal for developing the new
performance-based assessments, the statewide teacher conference, preparing teacher scorers, and training all
teachers in the new system) will be substantial. While perhaps an expensive gamble, the State commitment to move
forward indicates the priority Arizona legislators and educators have placed on introducing a new approach to
assessment throughout the State.

6~~  Op. cit., fuotnote  2, P. 56.

71bid., p. 57.

“back door” approaches, such as strategies of potential diagnostic value of CR items. These items
elimination or getting cues from incorrect choices. can reveal the processes used by the learner; e.g., a
Fourth, some of these items can use scoring methods scorer can examine the student’s problem-solving
that recognize the correctness of a variety of steps and detect errors in reasoning or misconcep-
different answers, representing the complexity of tions). And, finally, one of the most often cited (but
understanding and knowledge. (This suggests the least documented) assumptions is that these items



Box 7-B—Kentucky’s Performance Assessments and Valued Outcomes l

Kentucky is fundamentally redesigning its State educational system. When the 1990 Kentucky Education
Reform Act is fully implemented, the State will have the first system that measures student achievement entirely
b y  performance-based testing. It will also be unique in the emphasis placed on these tests: schools will be rewarded
and punished based on test results.2

In rethinking basic educational practices and premises, Kentucky educators hope to give classroom teachers
a larger voice and improved ability to report on what they believe a student has achieved. They hope to move away
from the common model that values the results of State-administered norm-referenced tests more highly than
classroom-based testing and teacher’s grade cards. The goal is to integrate teaching with assessment so it is almost
invisible to the student, minimizing the use of external instruments as much as possible. The Kentucky approach
will require extensive training of teachers as well as a backup system to ensure quality control.

Under the guidance of a Council on School Performance Standards, 11 task forces involving some 1,000
educators are working to identify the activities needed to define expected student outcomes and set the level of
proficiency desired at three “anchor points”: the 4th, 8th, and 12th grades. Teachers will continually evaluate
students on a less formal basis in the interim grades to be sure progress is being made by all students as they prepare
for the benchmark performance levels. Additionally, as younger children watch the performance of older peers, they
will be encouraged to model themselves on the older students and see how close they are to that level of proficiency.
This approach is based on a sports metaphor, with the students participating in “ scrimmages” that involve practice
tests at earlier grade levels. Younger students are similar to the “junior varsity” as they become motivated by and
learn from watching the “varsity,” older students at higher levels of performance.

Benchmark grades will be tested each year but reported every other year for accountability purposes,
Successful schools will receive monetary rewards from the State; unsuccessful schools will be required to develop
plans for improvement. If a school is particularly unsuccessful, it may be declared a “school in crisis” and its
students may be permitted to transfer to more successful schools or administrators may be replaced and
“distinguished educators” may be brought into help.3

In the summer of 1991, a contractor was selected to create the 1995-96 performance assessments in language
arts, science and technology, mathematics, social studies, arts and humanities, practical living, and vocational
studies. Development costs over the first 18 months are estimated to be approximately $3.5 million. An interim
testing program administered to a sample of students during the 1991-92 school year will provide baseline data for
school success during 1993-94. The interim test has been controversial because of its traditional nature; some fear
it could sidetrack implementation of the full program of performance-based measures.

INfuch  of this box is ~n fi-cnn  Kentucky Department of Educatiom “Request for proposals to Implement an III- md Fti-S~e
Student Assessment Program for the Commonwealth of Kentuc~,” March 1991; and Jack Foster, secretary of Educatiou Kentuc@,  personal
communicatio~  June 1991.

Z“Update,” 10, No. 40, July 31,1991, p. 33.
3Ma,Ty  Helen Mller, Kevin NOIIUMI, and John Schaff,

Research Commissio%  April 1990), p. 5.

tap more sophisticated reasoning and thinking proc- standing, and display the elegance and originality of
esses than do multiple-choice items. their thought processes.”15 One such question,

along with representative answers, is pictured in
California has been a pioneer in the effort to use figure 7-3. As the sample answers suggest, some

open-ended CR items. In 1987-88, the State piloted students demonstrated a high degree of competence
a number of open-ended mathematics problems as in mathematical reasoning while others displayed
part of the 12th grade State test. Some of the misconceptions or lack of mathematical understand-
questions were intentionally structured to be broad ing. Sixty-five percent of the answers to this
to allow ‘‘. . . students to respond creatively, demon- question were judged to be inadequate, leading the
strate the full extent of their mathematical under- developers to surmise that: “. . . the inadequate

lsc~ifo~a  state D~~exlt  of ~ucatio~ ‘‘A QueStiOn Of ~: A First Imok at Students’ Perfo rmance  on Open-Ended Questions in
Mathematics,” unpublished repon  1989, p. 3.
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Box 7-C—The California Assessment Program: Testing That Goes “Beyond the Bubble”l

The California Assessment Program (CAP) was created in 1974-75 as part of an early school reform program.
It has evolved over the years to reflect changes in curricula, student population, and pressures for accountability,
but CAP continues to be seen as a model for other States, primarily due to two factors: the State carefully defined
curricular objectives as the starting point for assessment, and devoted considerable research and support to the
development of new forms of assessment.

Bringing education reform to a State as large as California, larger in population than many European countries,
has been a monumental  task. The main vehicle for change has come with the creation of statewide curriculum
frameworks--documents developed starting in 1983 in response to a major school reform bill. These curriculum
guidelines and frameworks have been modified over time and now center on developing students’ ability to think,
to apply concepts, and to take responsibility for their own learning. The frameworks mandate a curricula that is
". . . literature-based, value-laden, culturally rich, and integrated across content areas.”2 Writing across the
curriculum, cooperative learning, experiential learning, problem solving are emphasized Although the
frameworks are not mandated, they are the basis for the madated CAP assessments, creating indirect pressure on
districts to align the curriculum and instruction.

It became clear that much of what was to be taught with the new frameworks would not be taught or assessed
appropriately if student achievement was evaluated with existing multiple-choice tests. A shift to performance
assessment was sought to bring curriculum and instruction in line with the frameworks. The first performance
assessment component, a direct writing assessment, was developed by teachers and put into place in 1987. Each
year several hundred teachers gather over a 4- to 6-day period at four sites across the State to score the essays.
Teacher scoring is emphasized to enhance the connection between instruction and assessment.

The success of the effort seems to validate this connection and meet expectations. One report suggests that:
"

. . . "educators throughout California have expressed the belief that no single program has ever had statewide
impact on instruction equal to that of the writing assessment. ”3 A study at the completion of the first year of the
writing assessment found that 78 percent of the teachers surveyed reported they assigned more writing, and almost
all (94 percent) assigned a greater variety of writing tasks.4 The percentage of students who reported that they wrote
11 or more papers in a 6-week period jumped from 22 to 33 percent. The writing assessment has also motivated
a huge increase in staff development, with the California Writing Project training over 10,000 teachers in support
of improved instruction in writing.5

In December 1989, California held an Education Summit, in response to the National Education Summit of
the Nation’s Governors in Charlottesville, Virginia. In seeking areas most likely to produce significant change
(“targets of opportunity”), and building on the strengths of the California system, the educators called for statewide
performance goals that would be measured through a strengthened assessment system. The report stated:

The fundamental objectives of educational testing in California schools are far from fulfilled. The 

getting the necessary information to gauge the educational system’s progress, detect strengths and weaknesses,
improve instruction, and judge overall effectiveness. . . . The current approach to assessment of student achievement
which relies on multiple choice student response must be abandoned because of its deleterious effect on the
educational process. An assessment system which measures student achievement on performance-based measures is
essential for driving the needed reform toward a thinking curriculum in which students are actively engaged and
successful in achieving goals in and beyond high school.6

IRuth ~tchell md Amy Stempel, Council for Basic Educatio~ “Six Case Studies of Performance ASSeSSIIEQ4°  O’1’Yl COnhdorreport,
March 1991.

%Jorth Cenrnd Regional JMucational  Laboratory and Public Broadcasting Service, “Multidimensional Assessment Strategies for
Schools,” Video Confmmce 4, 1990, p. 27.

3cwoti ~wmmt ~m, CCCaMomix me State of Assessmen~9$ dmft report Apr. 3, 1990P. 8.

4~ ev~mtion  of the de ei@t ~~ ~se-nt by ~ Natio~ c~~ for the Study of Writing at the University of CtiOXT@
Berkeley, cited in ibid.

hid., p. 8.

%Mfornia Department of Education, fd report
(Sacramento,  CA: February 1990).
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The direct writing assessment was cited as an example of the kind of assessment needed to drive program
improvements. The summit thus gave support and further stimulus for continuing research and piloting of new
methods.

In the past, statewide testing used matrix sampling, in which each student takes only a portion of the test and
scores are reported on the school or district level, but not for individual students. However, recent legislation
mandates that beginning in 1992-93 individual testing will be conducted statewide in grades 4,5,8, and 10 in basic
skills and content courses. The use of direct writing assessment and other performance-based assessments is
encouraged. Districts can also choose their own student tests at other grade levels. All testing is to be aligned to the
California curriculum frameworks, with reporting based on common performance standards. The new program
gives special emphasis to end-of-course examinations for secondary school subjects. These will be based on the
existing Golden State Examinations, which students now take on a voluntary basis at the completion of Algebra,
Geometry, Biology, Chemistry, U.S. History, and Economics. Districts may require that all students take one or
more Golden State Examin  ation.    Finally, the integrated student assessment system will also include a portfolio for
all students graduating from high school. The portfolio will contain documentation of performance standards
attained on the grade 10 test (or other forms of the test taken in grades 11 and 12), on end-of-course Golden State
Examinations, and on vocational certification examinations, as well as evidence of job experience and other valued
accomplishments. 8

This represents a big jump in required testing. Performance-based components are defined as building blocks
for all the tests, both CAP and district-administered. CAP has indirectly influenced the testing done at the district
level by “. . . opening the door. . . giving permission to go ahead with performance assessment.”9 CAP also has
pilot projects for portfolios in writing and mathematics, and research studying the impact on instruction of
open-ended mathematics questions.

Developing performance-based assessments is not a simple task. At the 1987 “Beyond the Bubble”
conference on testing, educators grappled with the issue of developing new ways to produce alternative assessments
that more directly reflect student performance. A suggestion to support grassroots efforts by teachers with assistance
from assessment experts eventually led to the Alternative Assessment Pilot Project. In 1991, the Governor
authorized $1 million to implement its provisions, and two consortia of California school districts (one in the north
and one in the south of the State) have been given grants totaling over $965,000 to begin the project. Each
consortium will develop, field test, and disseminate alternatives to standardized multiple-choice tests for assessment
of student achievement. At the school level, teachers will develop their own materials and strategies and pilot them
with their own classrooms and schools, sharing information with other teachers across the State. A cost-benefit
analysis of the local use of current performance-based assessment systems will also be conducted.10

Because of the scope of these endeavors, many other States are looking to the California experiment as a guide
to their own efforts to realign testing and curriculum.

7mpter 760, Mifomia  statute of 1991 (SB fiz; H@.
8su~tmdent Hof@, c~~a s~te ~p-nt  of Edu@iou  “New Integrated Assessment System,” testimony b~ore  tie S@te

Assembly Education Committee, background information Aug. 21, 1991.

9Ruben Carriedo,  director of Planning, Research and Evaluation Divisio~  San Diego City Schools, cited in Mitchell and Stempel,  op.
cit., foomote  1, p. 17.

localifornia  Department of Education News Release, Aug. 2, 1991.

responses of a large number of students occurred calculators, produce the solution to a question, or
primarily because students are not accustomed to explain their answers. The 1990 reading test, which
writing about mathematics. ’ ’16

also employed text passages drawn from primary

The National Assessment of Educational Progress sources, including literary text, informational text,
(NAEP) has also successfully utilized a variety of and documents, used a number of short essays to
open-ended items. In the 1990 NAEP mathematics assess the student’s ability to construct meaning and
assessment, about one-third of the items included provide interpretations of text. The 1985-86 NAEP
open-ended questions that required students to use assessment of computer competence included some

1’%bid.,  p. 6.
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Figure 7-3--Open-Ended Mathematics Item With Sample Student Answers

QUESTION: James knows that half of the students from his school are accepted at the public university nearby. Also, half are accepted
at the local private college. James thinks that this adds up to 100 percent, so he will surely be accepted at one or the other institution. Explain
why James may be wrong. If possible, use a diagram in your explanation.

Good Mathematical Reasoning: Sample Answers

Misconceptions: Sample Answers

NOTE: Used in the 1967-86 version of the 12th grade California Assessment Program test, this Iogic problem assesses a student’s  ability to detect and explain
faulty reasoning. Answers are scored on a O to 6 point scale. The student must give a dear and mathematically correct explanation of the faulty
reasoning. For the highest score, responses must be complete, contain examples and/or counter examples of overlapping sets, or have elegantly
expressed mathematics. A diagram is expected.

SOURCE: California State Department of Education, A Question of ThbWng:A  FirstLookat  Students ’Perforrnancs  on Qen-EndedOuestions  in Mathematics
(Sacramento, CA: 19S9), pp. 21-28.
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open-ended items asking students to write short
computer programs or indicate how the “turtle”
would move in response to a set of computer
commands; students were given partial credit for
elements of a correct response.

Scoring: Machines and Judges

Researchers and test developers are now consider-
ing ways to streamline available methods for scoring
the more open-ended CR items. One promising area
involves new types of CR items that can be entered
on paper-and-pencil answer sheets and scanned by
machines. 17 One such item type for mathematics
problems is the grid-in format. Students solve the
problem, write their solution at the top of a grid, and
then fill in a bubble corresponding to each number
in the column under that number (see figure 7-4).
Questions that have more than one correct answer
are possible, and the format allows for the possibility
of answering in either fractions, decimals, or inte-
gers.18

‘‘Figural response ‘‘ items, which require drawing
in a response on a graph, illustration, or diagram,
were field tested in the 1989-90 NAEP science
assessment (see figure 7-5). The feasibility of
machine scoring of these items was also tested by
using high-resolution image processors to score the
penciled-in answers. Some initial technological
difficulties were encountered with the scanning
process—many student answers were too light to be
read and the ink created some interference. How-
ever, the researchers express optimism that the
scanning mechanism can be made to work.19

Researchers are working on technologies of
handwriting recognition that will eventually result in
printed letters and numbers that can be machine
scanned from answer sheets, but these technologies

Figure 7-4--Machine-Scorable Formats: Grid-In and
Multiple-Choice Versions of a Mathematics Item

The Question:

Section I of a certain theater contains 12 rows of 15 seats each.
Section II contains 10 rows, but has the same total number of seats as
Section 1. If each row in Section II contains the same number of
how many seats are in each row?

Test 1, Multiple Test 2, Grid
Choice Version Version

(A) 16

(B) 17

(C) 18*

(D) 19
(E) 20

NOTE: This item was designed for high school juniors and seniors.

SOURCE: Educational Testing Service, Policy information Center,
Poky Notes, VOi. 2, No. ~, August 1990, p. 5.

seats,

ETS

are still far from reliable except under optimal
conditions--the letters must be cleanly printed and
properly aligned. Systems that can read cursive
handwriting are in a more experimental stage;
whether the ‘‘. . . scrawl likely to be produced under
the pressure of examinations ’ could ever be read
by a computer is questionable.20

CR items vary considerably in the extent to which
they can be scored objectively. More objective items
will have scoring rules that are very clear and
involve little or no judgment. Other responses, such
as short written descriptions or writing the steps to
a geometry proof, are more complicated to score-in
part because there are multiple possibilities for

17MY of tie problem  iINIOhId in mactie  scanning are  solved if constructed-response items can be delivered via computer. If the students take
a mathematics computation test via computer, they can simply type in the correct numbers; a short essay can be written on the keyboard. As a resul~
the computer is in many ways a more ‘‘friendly’ system for the delivery of many constructed-response type items, because problems related to scanning
in the answer are solved. The machine-scanning problem is much less tractable for items delivered via paper-and-pencil tests. See ch. 8 for further
discussion of the issues involved in administering testa via computers.

lSJwm Br~ell,  ‘‘AU Mtemtive to Multiple-Choice lksting in Mathematics for @~%hme Ex-tion Programs,” paper presented at the
annual meeting of the American Educational Research Association, Boston, MA, April 1990. Grid-in items for mathematics are currently under
development for both the SAT and the ACT college admissions exam‘nations. Frel”uninary  results with college-bound students are encoumging:

Guessing and back door approaches to solving mathematics questions are virtually elimina ted and the range of answers that students offer to
individual questions is great and frequently does not match well with the distracters provided in multiple-choice vemions of the same items. As
one would expect, the grid-in format requires more time. (p. 1)
lsMic~el Martinez, John J. Ferris, William Kraft, and Winton H. Manning, “Automated Scoring of Paper-and-Pencil Figural  Responses, ” ETS

research report RR-9G23, October 1990.

%slie Kitchem “What Computers Can See: A Sketch of Accomplishments in Computer Visiou  With Speculations on Its Use in Educational
Testing, ” Artificiu/  Inte//igence and the Furure of Testing, Roy Freedle (cd.) (Hillsdaie, NJ: L. Erlbaum  Associates, 1990), p. 134.
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Figure 7-5--Figural Response Item Used in 1990 NAEP Science Assessment

The map below shows a high-pressure area centered over North Dakota and a low-pressure area centered over Massachusetts.
Draw an arrow (~) over Lake Michigan that shows the direction in which the winds will blow.

KEY: NAEP = National Assessment of Educational Progress.
NOTE: This item was used with 8th and 12th graders.
SOURCE: Michael E. Martinez, “A Comparison of Multiple-Choice and Constructed Figural  Response Items,” paper presented at the annual meeting of the

American Educational Research Association, Boston, MA, April 1990.

correct or partially correct answers. Machine scoring constructed responses is building their capacity for
of even more complex products, such as the steps in error detection. Programming machines to recognize
the solution of algebra word problems or computer correct answers is far easier than programmingg them
programmingg, proves to be much more complicated; to detect errors, grade partial solutions, and provide
preliminary work drawing on artificial intelligence evaluation of error patterns.22 When questions that
research suggests that automated scoring can even- allow for more than one right answer are used,
tually be developed. However, the time and cost programming of the scoring can get quite compli-
required to develop such a program is very high. “In cated.23 Yet one of the highly desirable features of
both instances, the underlying scoring mechanism is CR items is their potential for diagnosis of miscon-
an expert system—a computer program that emu- ceptions, errors, and incorrect strategies.24

lates one or more aspects of the behavior of a master Although most CR items still require human
judge.” 21

scoring, procedures exist that can eliminate error and
One of the more difficult and long-term problems make this scoring more reliable. Development of

of developing artificial intelligence models to score clear standards for judging student answers and

n~dY B~Ct~ **TowWd ~telligent  A~S~ent:  An Integration of Constructed Response Wsting, ~lCld MteUigen@, ~d Model-B~
Measurement,” ETS reseamh  report RR-9@5, 1990, p. 5. For a description of mtiilcia.1  intelligence applied to a constructed-response computer
programming probleu see Henry I. Brauq  Randy E. Benne~  Douglas Frye, and Elliot Soloway, “Scoring Constructed Responses Using Expert
Systems,’ Journal of vol. 27, No. 2, summer 1990, pp. 93-108.

%oy Freedle,  “Artiilcia.1  Intelligence and Its Implications for the Future of ETS’s ‘l&ts, “ in Freedle  (cd.), op. cit., footnote 20.
xBrmwe~  and Kup@ Op. cit., foo~ote  14-

XS= MCXMCIM Birenbaum  and ~“ ‘IMsuolq “Open-Ended Versus Multiple-Choice Response Formats-It Does Make a Difference for
Diagnostic -S(%,” Applitxi Psychological Measurement, vol. 11, No. 4, 1987, pp. 385-395.
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intensive training of judges until they reach accept-
able levels of agreement are important components
of establishing high inter-rater reliability (see
discussion inch. 6). Preliminary indications are that
most CR items can be scored with inter-rater
reliability equal to or better than that achieved by
judges grading essays. The process of training
judges to grade essays reliably has been successfully
developed in some large-scale testing programs; in
addition, many commercial publishers and other
companies now offer commercial grading services
to schools that want independent and technically
supervised rating procedures.

The feasibility of scoring geometry proofs on a
large scale has recently been demonstrated by the
State of North Carolina. Because an important
objective of the high school geometry curriculum in
North Carolina was for students to learn to develop
complete proofs, the State assessment program
included such proofs in the new assessment. All
43,000 geometry students in the State were given
two geometry proof questions in the spring of 1989.
Over 400 teachers from throughout the State were
trained to score the proofs. Drawing on the lessons
from the scoring of writing assessments (e.g., the
importance of developing scoring criteria and train-
ing), high levels of scorer agreement were achieved.
Actual time devoted to training was less than 3
hours. 25

Constructed-Response Items as
Diagnostic Tools

One of the features of CR items that makes them
attractive to educators is that they allow closer
examination of learners’ thinking processes. When
students write out the steps taken in solving a proof,
or a list of how they reached their conclusions, the
students’ thinking processes can be examined and
scored. Results of one study have suggested that
CR-type items may be more effective than multiple-

choice items for diagnostic purposes; i.e., for uncov-
ering the processes of learners in ways that might
help a teacher better understand students’ errors or
misconceptions. 26

Not only might errors and misconceptions be
more readily uncovered, but students’ abilities to
generate and construct meaning in complex tasks
can also be assessed. The methods for developing
these more complex scoring systems are not yet well
established or understood. Cognitive research meth-
ods (see ch. 2) are beginning to be applied to the
development of scoring rubrics for CR-type items.
‘‘Think aloud” methods, where children are closely
observed and interviewed while solving open-ended
problems, can provide a rich source of information
to help build scoring rubrics. Early efforts to
generate scoring criteria based on comparing the
performance of experts and novices also have been
encouraging. 27 One of the challenges for researchers
in this area is to develop scoring criteria that have
general utility across a number of tasks, instead of
being specific to a particular test question or essay
prompt. 28

Although the relative virtues of multiple-choice
and CR items have been debated in the educational
literature since early in this century, there are few
comprehensive empirical studies on the topic. Thus,
although there is considerable “textbook” lore
about the differences between the two types of items,
few generalizations can be made with confidence
about differences in student performance.29 C R
items have not been widely field tested in large-scale
testing programs. Very few researchers have col-
lected data that allows direct comparison of CR with
multiple-choice items.

It is fair to say that no one has yet conclusively
demonstrated that CR items measure more ‘‘higher
order” thinking skills than do multiple-choice
items. “All the same, there are often sound educa-

~filhe Stevensom  Jr., Chris P. Averek and Daisy Vickers, “The Reliability of Using a Focused-Holistic Scoring Approach to Measure Student
Performan ce on a Geometry Proof, ” paper presented at the annual meeting of the American Educational Research Association Bostou  MA, April 1990.

xBirenba~  md Tatsuo@  op. cit., footnote 24.
msec, for e~ple,  Kevin Cotlis ad ThOm A, Romberg~ “Assessment of Mathematical Performance: An Analysis of Open-Ended ‘I&t Items, ’

and Eva L. Baker, Marie Freemam  and Serena  Clayton, “Cognitive Assessment of History for Large-Scale Testing,” Testing and Cognition,  Merlin
C. Wittrock and Eva L. Baker (eds.) (Englewood  Cliffs, NJ: Prentice Hall, 1991).

~B&er et ~., op. cit., footnote 27.

2gSee  R.E. Traub ad K. ~CRUIY, “Multipl&Choice vs. Free-Response in the ‘Iksting of Scholastic Achievement,’ Tests  and Trends 8: Jahrbuc~
der Pu&gogischen  Diagnostic, K. Ingenkamp  and R.S. Jager (eds.) (Weinheim and Basel, German y: Beltz Verlag, 1990), pp. 128-159; Ross Traub,
“On the Equivalence of the Traits Assessed by Multiple-Choice and Constructed-Response ‘Iksts, ‘‘ in Bennett and Ward (eds.), op. cit., footnote 14;
and Thomas P. Hogam ‘‘Relationship Between Free-Rqcmse  and Choic&~e  lksts  of Achievement: A Review of the Literature, ’ ERIC document
ED 224811 (Green Bay, WI: University of Wisconsin 1991).
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tional reasons for employing the less efficient
format, as some large-scale testing programs, such
as AP [Advanced Placement], have chosen to do. ’ ’30

Essays and Writing Assessment

Essays, particularly when used to assess writing
proficiency, are the most common form of perform-
ance assessment. In fact, the noun ‘‘essay’ is
defined as ‘‘trial, test” and the verb as “. . . to make
an often tentative or experimental effort to per-
form.” 31 Essays are a relatively well understood
testing format, in part because they have been used
for many years. An essay is an excellent example of
performance assessment when used to assess stu-
dents’ ability to write. Essay questions for assessing
content mastery are also a form of performance
assessment, because they require student-created
products that demonstrate understanding. The prob-
lem arises in scoring subject matter essays—are
students’ understanding of content being masked by
a difficulty in written expression? In that case,
writing skill can confound scoring for content
knowledge.

Essays as Assessments of Content Mastery

Student understanding of a subject has long been
assessed by requiring the student to write an essay
that uses facts in context. Essay questions have been
central to some large-scale testing programs over-
seas (see ch. 5); they also makeup approximately 60
percent of the questions on the Advanced Placement
examinations administered by the College Board.
The essay to show content mastery is in fact the
hallmark of classical education; student writing
about a subject reveals how fully the student has
grasped not only the obvious information but the
relationships, subtleties, and implications of the
topic. The use of writing as an instructional and
testing device is familiar to scholars, and its use by
all students is increasingly understood to help
develop thinkin  g skills as well as communications
skills.

Students have different expectations about differ-
ent types of tests. For example, one study found that
students report a preference for multiple-choice over
essay tests “. . . on the grounds that these tests are
easier to prepare for, are easier to take, and hold forth
hope for higher relative scores.”32 Other studies
have suggested that students study differently for
essay tests than they do for multiple-choice tests. For
example, one study found that students “. . . con-
sider open questions a more demanding test than a
multiple-choice test. . .’ and use more study time to
prepare for it.33 However almost no data exist about
what students actually do differently when studying
for different kinds of tests and evidence is ambigu-
ous regarding whether these different study strate-
gies affect actual achievement.34

Essays as Tests of Writing Skill

Many large-scale testing programs have begun the
move toward performance assessment by adding a
direct writing sample to their tests. One reason for
this shift is a concern that the wrong message is sent
to students and teachers when writing is not directly
tested. According to one researcher of writing
ability:

A test that requires actual writing is sending a
clear message to the students, teachers, parents, and
the general public that writing should be taught and
tested by having students write. Although it may be
that a test that includes a writing sample will gain
little in psychometric terms over an all-multiple-
choice test, the educational gains may be enormous.
The English Composition Test, administered as part
of the College Board Achievement Tests, contains
one 20-minute essay section in the December
administration only. At that administration approxi-
mately 85,000 students write in response to a set
topic, and each of the 85,000 papers must be scored
twice. That scoring may cost in the neighborhood of
$500,000. The increase in predictive validity for the
test is minimal. Admissions officers and others who
use the scores are probably not seeing a dramatic
increase in the usefulness of scores despite the
expenditure of the half million dollars. 

%X. Bennett, Donald A. Roclq and Mi.nhwei Wang, “Free-Response and Multiple-Choice Items: Measures of the Same Ability?” ETS research
report RR-908, 1990, p. 19.

Slwebster’s  Ninth New Collegiate  Dictionary (Springfield, MA: Miri~ Webster, ~., 1983), p. 425.
szTraub  and WCRury,  op. cit., footnote 29, p. 42.

33@V D’1’dewalle, Anne Swerta, and Erik De COrte, “Study Time and lkst Performance as a Function of lkst Expectations,” Contemporary
Educational Psychology, vol. 8, January 1983, p. 55. See also Gordon Warre@ “Essay Versus Multiple Choice ‘&ts,”  Journal of Research in Science
Teaciu’ng,  vol. 16, No. 6, January 1979, pp. 563-567.

~Mary A. Lundeberg and Paul W. Fox, “Do Laboratory Findings on lkst Expectancy Generalize to Classroom Outcomes?” Review ofEducutionaZ
Research, vol. 61, No. 1, spring 1991, pp. 94-106; and Traub and MacRury, op. cit., footnote 29.
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thousands of English teachers in the United States
consider the money well spent. The political clout
that a writing sample provides for teaching writing
and for emphasizing writing across the curriculum
has no monetary equivalent.35

Of 38 States that currently assess student writing
skills, 36 use direct writing samples in which
students are given one or more ‘‘prompts’ or
questions requiring them to write in various formats.
An additional nine States have plans to add a direct
writing assessment. Many districts also use writing
assessments (see figure 7-l). These tests are used for
a variety of purposes: some are required to certify
students for graduation or to identify students who
need further instruction, while others are used for
district accountability measures.

For example, in order to identify students who
need extra help in writing instruction prior to
graduation, all ninth graders in the Milwaukee,
Wisconsin public schools write two pieces each
spring-a business letter and an essay describing a
solution to a problem in their own life. The
assessment helps reveal strengths and weakness in
writing instruction among the district’s schools and
teachers. It is a standardized procedure, with all
students given the same set of instructions and a set
time limit for completing both pieces. Scoring is
done by the English teachers during a week in June.
The training process and the discussions that follow
the scoring are valued by the teachers as an
important professional activity, guiding them to
reflect on educational goals, standards, and the
evaluation of writing. The central office staff finds
this one of the best forms of staff development; by
clarifying the standards and building a consensus
among teachers, the writing program can be more
cohesively delivered throughout the district.36

The testimony of practitioners like the Milwaukee
teachers supports the positive effects of tests using

writing samples on writing instruction. It also
appears that the positive effects of direct writing
assessments on instruction are enhanced when
teachers do the scoring themselves. In 19 of the 36
States currently assessing writing with direct writing
samples, teachers from the home State score the
assessments .37

A recent survey of the teachers involved in the
California Assessment Program’s (CAP) direct as-
sessment of student writing found that, as a result of
the direct writing assessment, over 90 percent of
them made changes in their own teaching-either
the amount of writing assigned, variety of writing
assigned, or other changes.38 Most report that they
believe the CAP writing assessment will increase
teachers’ expectations for students’ writing achieve-
ment at their school and that the new assessment will
strengthen their school’s English curriculum. Fi-
nally, there was almost unanimous agreement with
the position that: “. . . this testis a big improvement
over multiple choice tests that really don’t measure
writing skills. ’ ’39 (See also box 7-C.)

An informal survey of practitioners using direct
writing samples found these effects: increased qual-
ity and quantity of classroom writing instruction,
changed attitudes of administrators, increased in-
service training focused on teaching writing, use of
test results to help less able pupils get ‘‘real help,”
and improvement in workload for English teach-
ers.40 However, some practitioners noted possible
negative effects as well, including the increased
pressure on good writing programs to narrow their
focus to the test, tendencies of some teachers to teach
formulas for passing, and fears that the study of
literature may be neglected due to intense focus on
composition.

Because essays and direct writing assessments
have been used in large-scale testing programs, they
provide a rich source of information and experience

ss~~d~  c~~ “ ‘Objective’ Measures of Writing Ability,” Writing Assessment: Issues and Strategies, Karen L. Greenberg, ~ey S. Wiener,
and Richard A. Donovan (cd...) (New York NY: lmngrn~  1986), pp. 110111, emphasis added.

36~ug A. ~chba]d  and Fred M. Newm~ Be~~~  stan~r~ized  Testing (Resto~ VA: National Association of Secondary School Principak, 1988).

sT~e 19 Stat=  in which teachers participate as scorers are: Arkansas (voluntary), California, Connecticu~  Georgia, Hawaii, Idaho, Indiana
(voluntary), Maine, Maryland, Massachusetts, Minnesota, Missouri, Nevada, New Yorlq Orego@  Pennsylvania, Rhode Island, Utah (voluntary), and
West Virginia. In two-thirds of these States, teachers are trained by State assessment personnel. In the other one-third, they are trained by the contractor.

38c~ifofia  A~~ssment  ~og~ ‘‘~pact Of the c~ wfi@ &.~SSrnent  on ~tiction ~d CdCdUIII:  A Prehminary S urnmary  of Results of
a Statewide Study by the National Center for the Study of Writing, ’ draft report, n.d.  The study sampled 600 teachers at California’s 1,500 junior or
middle schools in May 1988, just after the second statewide administration of the California Assessment program’s grade eight writing test.

S%bid.

@Charles Suhor, ‘‘Objective lksts and Writing Samples: How Do They Affect Instruction in Composition?’ Phi Delta Kappan,  vol. 66, No. 9, May
1985, pp. 635-639.
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for new attempts at performance assessment. Many
practical issues, such as scoring and cost, are often
raised as barriers to the large-scale implementation
of performance assessment. The lessons drawn from
the history of essays and direct writing assessments
are illustrative--both for their demonstrations of
feasibility and promise as well as their illumination
of issues that will require further attention and care.
These issues are discussed further at the end of this
chapter.

Interviews and Direct Observations

Oral examin ations were the earliest form of
performance assessment. The example best known
among scholars is the oral defense of the dissertation
at the Master’s and Ph.D. levels. There are many
varieties and uses of oral examinations at all school
levels. University entrance examinations in a few
countries are still conducted through oral examina-
tions. Foreign language examinations often contain
a portion assessing oral fluency. Other related
methods allow teachers or other evaluators to
observe children performing desired tasks, such as
reading aloud.

The systematic evaluation of speaking skills has
been incorporated into the College Outcome Meas-
ures Program (COMP) for the American College
Testing Program (ACT). This test was designed to
help postsecondary institutions assess general edu-
cation outcomes. For the speaking skills portion of
the assessment, students are given three topics and
told to prepare a 3-minute speech on each. At an
appointed time they report to a test site where they
tape record each speech, using only a note card as a
speaking aid. At some later time, trained judges
listen to the tapes and score each speech on attributes
related to both content and delivery.

Methods that use interviews and direct observa-
tions are particularly appropriate for use with young
children. Young children have not yet mastered the
symbolic skills involved in communicating through
reading and writing; thus most paper-and-pencil-
type tests are inappropriate because they cannot
accurately represent what young children have
learned. The best window into learning for the very
young may come from observing them directly,
listening to them talk, asking them to perform tasks
they have been taught, and collecting samples of
their work. This approach uses adults’ observations
to record and evaluate children’s progress in km-

Photo credit: Educational Testing Service

Paper-and-pencil tests are often inappropriate for young
children. This teacher, in South Brunswick, New Jersey,

keeps a portfolio of her observations as she records
each child’s developing literacy skills.

guage acquisition, emphasizing growth over time
rather than single-point testing.

Several States (i.e., Georgia, North Carolina, and
Missouri) have developed statewide early-
childhood assessments designed to complement
developmentally appropriate instruction for young
children. Most of these developmentally appropriate
assessments are based on an English model, the
Primary Language Record (PLR) developed at the
Center for Language in Primary Education in
London. The PLR is a systematic method of
organizing the observations teachers routinely make.
It consists of two parts, a continuous working record
and a summary form, completed several times a
year. The working record includes observations of
the child’s literacy behavior, such as “running
records’ of reading aloud, and writing samples, as
well as a list of books the child can read either in
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English or the
summary record

language spoken at home. The
includes an interview with the

parents about what the child likes to read and do at
home and an interview with the child about his or her
interests. The interviews take place at the beginning
and end of each school year. The summary record
goes with the child to the next grade, throughout
primary school. The South Brunswick (New Jersey)
schools have recently incorporated this approach
into a teacher portfolio for assessing each student’s
learning in kindergarten through second grade (see
box 7-D).

One assessment technique, used in South Bruns-
wick as well as many other schools, is known as
‘‘reading miscue analysis. ’ The teacher sits with an
individual student, listens to him read aloud, and
systematically records the errors he makes while
reading. From this analysis, which requires training,
t eachers  can  determine what strategies each child
uses while reading. This can be a very useful
assessment technique for all children, and especially
in programs focused on improving reading skills in
disadvantaged children.

The Georgia Department of Education has re-
cently developed a new kindergarten assessment
program (see box 7-E). One important component of
this assessment is repeated and systematic observa-
tions of each child by the kindergarten teacher in
many skill areas throughout the year. In addition,
each kindergarten teacher receives a kit containing
a number of structured activities that resemble
classroom tasks. A teacher spends individual time
with each student conducting these activities, which
assess the child’s skills in a number of areas. For
example, one of the identified skills in the logical-
mathematical area is the child’s ability to recognize
and extend patterns. The teacher presents the child
with a task consisting of small cut-out dinosaurs in
a variety of colors. Following a standardized set of
instructions, the teacher places the dinosaurs in a
sequenced pattern and asks the child to add to the
sequence. Several different patterns are presented so
that the teacher can assess whether the child has
mastered this skill. If the child does not successfully
complete the task, the teacher will know to work on
related skills in the classroom; later in the year the
teacher can use another task in the kit, this time using
cut-out trucks or flowers, to reassess the child’s skill
in understanding patterns. Through this process, in

which the teacher works directly with the child in a
structured situation, the teacher is able to obtain
valuable diagnostic information to adjust instruction
for the individual child.

Exhibitions

Exhibitions are designed as inclusive, compre-
hensive means for students to demonstrate compe-
tence. They often involve production of comprehen-
sive products, presentations, or performances before
the public. They usually require a broad range of
competencies and student initiative in design and
implementation. The term has become popularized
as a central assessment feature in the Coalition of
Essential Schools (CES), a loose confederation of
over 100 schools (generally middle and high
schools) that share a set of principles reflecting a
philosophy of learning and school reform that
emphasizes student-centered learning and rigorous
performance standards.

The term exhibition has two meanings as used in
the Essential Schools. The most specific is the
‘‘senior exhibition, ’ a comprehensive interdiscipli-
nary activity each senior must complete in order to
receive a diploma. In this regard they are similar to
the “Rite of Passage Experience” initiated by the
Walden III Senior High School in Racine, Wiscon-
sin. In order to graduate from Walden III, all seniors
must demonstrate mastery in 15 areas of knowledge
and competence by completing a portfolio, project,
and 15 presentations before a committee consisting
of staff members, a student, and an adult from the
community .41

The CES senior exhibitions mirror some of these
requirements, and typically fall into two main
categories: the recital mode, which is a public
performance or series of performances; and the
“comprehensive portfolio” or ‘‘exhibition portfo-
lio,’ a detailed series of activities, projects, or
demonstrations over the school year that are cumula-
tively assembled and provide an aggregate picture of
a student’s grasp of the central skills and knowledge
of the school’s program.

There is also a general use of the term “exhibi-
tion” to mean a more discrete performance assess-
ment when the student must demonstrate that he or
she understands a rich core of subject matter and can
apply this knowledge in a resourceful, persuasive,

41~ch~d ~d N~ op. cit., footnote 36, p. 23.
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Box 7-D—South Brunswick Teacher Portfolios: Records of Progress in Early Childhood Learning l

How do you know if young children are developing critical language skills (reading, writing, and speaking)
if you do not give them tests? This is the predicament facing many schools as educators become increasingly
disenchanted with giving standardized paper-and-pencil tests to young children. When the South Brunswick New
Jersey schools adopted anew, more developmentally appropriate curriculum it became necessary to develop anew
method of assessment consistent with this teaching approach. Teachers worked with district personnel to create a
teacher portfolio that drew on several models, including the Primary Learning Record used in England and Wales.
Teachers piloted the portfolios over the 1989-90 school year, and revised them in the summer of 1990 for use the
following school year.

The purpose of the portfolio is to focus on language acquisition in young students, grades K through 2.
Teachers view the portfolio as a tool to promote instruction. It gives them a picture of the 1earning strategies of each
child, which can be the basis of developing activities that will stress students’ strengths while providing practice
and help with weaknesses.

Each portfolio consists of 10 parts, plus one optional part:
●

●

●

●

●

●

●

●

●

●

●

Self Portrait-The child is asked to “draw a picture of yourself” at the beginning and the end of the school
year. The portraits are generally placed on the front and back covers of a manila folder.
Interview--This maybe conducted several times during the year and includes the child’s answers to such
questions as: What is your favorite thing to do at home? Do you watch TV? Sesame Street? Do you have
books at home? What is your favorite book? Do other people at home like to read? What do they read? Does
someone read to you at home?
Parent questionnaire--Parents complete this before their first conference with the teacher. It includes
questions about the child’s reading interests as well as any concerns the parent has about the child’s language
or reading development.
Concepts about print test-This check list measures the child’s understanding of significant concepts about
printed language, such as the front of the book, that print (not the picture) tells the story, what a letter is, what
a word is, where a word begins and ends, and big and little letters. This is a nationally normed test and is
also used to identify children in need of compensatory education.
Word awareness writing activity-This records the level at which children begin to comprehend the rules
of forming words in their writing. Progress is recorded along a five-stage scale: precommunicative (random
spelling or scribbling); semiphonetic (some sounds represented by letters, e.g., the word “feet” might be
rendered as “ft”); phonetic (letters used appropriately for sounds, e.g., “fet"‘); transitional (some awareness
of spelling patterns, e.g., “fete”); or mostly comet (10 out of 13 words correctly spelled).
Reading sample-This is taken three or more times a year. The teacher may use a “running record” or
“miscue analysis.’ The running record is used with emergent readers, children who mimic the act of reading
but do not yet know how to read. It records what a young child is thinking and doing while “reading.”
Writing sample--This is a sample of the student’s free writing, “translated” by the student for the teacher
if invented spelling and syntax make it difficult to read easily.
Student observation forms (optional).
Story retelling form.
Diagnostic form.
Class record-This class profile helps the teacher identify those children who may need extra attention in
certain areas. It is a one-page matrix   with yes-no answers to the following five questions: Does the child pay
attention in large and small groups? Interact in groups? Retell a story? Choose to read? Write willingly? This
is the only element of the portfolio not a part of the child’s individual record.

Because of Federal requirements for determiningg eligibility for compensatory education, the South Brunswick
schools also use norm-referenced, multiple-choice tests. However, teachers report that these tests are not useful
because they do not assess development in the instructional approach adopted by the South Brunswick schools.

IM~ of b MH iu this box comes ftom Ruth Mitchell and ~Y stcmpel, ~“ for Basic Educatioa  “Six CaEC !ltudics  of
PerfbnnalXX Amcssmm4°  0724 contractor_ March 1991.



Chapter 7—Performance Assessment: Methods and Characteristics ● 221

The tests go from part to whole, and our programs go from whole to part. Those tests are basically for basals [i.e.,
reading textbooks], and to assess kids that have learned a whole language by basals (when the South Brunswick
students used children’s literature as texts)--it makes no sense at all.2

The portfolios provide a different approach to the question of student retention. While a student may have been
held in grade before because of low test scores, research has suggested that having a child repeat a year in grade
may in fact cause more harm than good.3 In South Brunswick, when there is a question about retention or special
education labeling in the early grades, the portfolio record is consulted to see if the child has made progress. If
progress can be shown, then the student is promoted on the assumption that every child develops at his or her own
rate and can be monitored closely until he or she reaches the third grade. If no progress is apparent at that point,
the child is promoted but is identified for compensatory education.

One of the purposes of the portfolio is to help the teacher provide a clearer picture of student progress to parents
than is possible from standardized test scores. Yet a tension remains between the old and the new. The numbers that
are derived from norm-referenced,  multiple-choice tests are familiar and understandable. The new developmentally
appropriate methods of teaching and testing do not have the perceived rigor or precision of the old tests. Some
parents assume that only norm-referenced tests can be objective, and worry about subjectivity in recording progress
on the portfolios. Some want traditional test scores that assure that their children are learning what everyone else
in the country is learning--or can be measured against children in other communities. Until this tension is resolved,
full acceptance of a portfolio system maybe slow. As one teacher said:

The next step is to educate the parents. We need workshops for parents. That is the big issue, after we get all the
teachers settled in using the portfolio. This is basically not going to be acceptable until these children get older and
everyone can see that we’re graduating literate kids and that’s not going to be until many, many years from now. 4

Standardization of the portfolio assessment was not an issue for the teachers, because of its primary role as an
instructional information tool. Since the teachers were involved in the initial design and remain involved in
modifications, and as they have attended workshops on its use, there is implicit standardization. Although the South
Brunswick portfolio is primarily meant as a feedback mechanism to improve instruction, it also is being used as
an accountability instrument. The Educational Testing Service (ETS), working with the teachers, has produced a
numerical literacy scale based on the portfolio. The scale provides a means of aggregating data from the portfolios.
Central office staff, working with a consultant from ETS, examined literacy scales and will rank children’s literacy
as evidenced by the portfolio on these scales. Teachers in one school rank the portfolios based on these scales, in
order to evaluate how well the system communicates standards. The “South Brunswick-Educational Testing
Service scale” for evaluating children’s progress in literacy is now being used in all district schools. The literacy
scales replace the first grade standardized reading test. The existence of aggregatable data will clearly enhance the
scoring and the overall value of the portfolio in the South Brunswick public schools.

There are additional approaches to standardizing the portfolio. Some of the contents, such as the Concepts of
Print test and the Word Awareness Writing Activity, can be scored using a key. Running record and miscue analysis
can also be scored consistently. Those aspects that cannot be scored using a key-e. g., the writing sample--can be
graded by a group of teachers developing a rubric from each set of papers. These could also be standardized by
exchanging a sample of portfolios among teachers, so that each reads about 10 percent from each class and discusses
common standards. This is the method used by the New York State Department of Education to ensure
standardization of the results of their grade four science manipulative skills test. It is also used in several European
school systems.

The issue of bias has not been raised, since the teachers record each student’s growth against himself or herself,
not in comparison with other students in the class or school. However, this issue will be more prominent if
achievement levels are set and there are differing success rates in meeting these standards, or if the portfolio is used
for school accountability or for student selection, two goals not currently planned.

zw~~ spic=,  director of IXMIUCtiO~  SOUt.h  B runswick  Public Schools, New Jersey, personal communication December 1991.
3~rne s~prd ~d ~ b Smi@ Fluti”ng Grades: Research and Policies on Retention (Ixmdonj  Ih@ld: ‘l”he Fdm= Wss, 1989).

4m@~II  ~d StCmpel,  op. cit., footnote 1, p. 17.



222 . Testing in American Schools: Asking the Right Questions

Box 7-E—Testing in Early Childhood: Georgia’s Kindergarten Assessment Program

In recent years, many educators and policymakers have been reducing or eliminating the use of standardized
paper-and-pencil tests in the early grades. Many of these tests were being used  to make decisions about kindergarten
retention and whether children were ready to begin first grade. The issue of retention in the early grades, as well
as the role of tests in making such decisions, is receiving increasing scrutiny and many policies are changing. The
Texas State Board of Education recently barred the retention of any pupils in prekindergarten and  kindergarten. l

The legislatures in both Mississippi and North Carolina have eliminated State-mandated testing in the early grades. 2

At least two States, Kentucky, and Florida, are encouraging ungraded primaries (K-3) which loosen the rigid
boundaries between the early grades and allow children to move according to individual progress.

In a policy running somewhat counter to these trends, the Georgia Legislature in 1985 mandated that all
6-year-olds must pass a test in order to enter first grade. During the first 2 years of this policy, a standardized
paper-and-pencil test was used. However, the use of such a test quickly brought to public attention concerns about
this approach to readiness assessment, including:

1. the appropriateness of a paper-and-pencil test for children who are five to six years of age.
2. the concern that a focus on tests narrows the curriculum . . .
3. the need to consider not just the child’s cognitive skills, but the development of social, emotional, and physical

capacities as well.
4. the need to consider the teacher’s observations of the child throughout the course of the school year. 3

In response to these concerns the Georgia Department of Education embarked on a large project to design a
developmentally appropriate model of assessment. The Georgia Kindergarten Assessment Program (GKAP),
piloted during 1989-90, uses two methods of assessment--observations by kindergarten teachers and individually
administered standardized tasks that resemble classroom activities. GKAP assesses a child’s capabilities in five
areas: communicative, logical-mathematical, physical, personal, and social. This assessment program is designed
to help teachers make multiple, repeated, and systematic observations about each child’s progress during the year.
Behavioral observations in all five areas are made in three time periods throughout the year. In addition, a set of
structured activities have been designed to assess each child’s communicative and logical-mathematical
capabilities. The teacher conducts each of these activities individually with a child If a child cannot successfully
complete the task, teachers can plan activities to help the child work on that skill in the classroom; a second activity,
assessing that same skill, can be given by the teacher later in the year. These tasks involve toys, manipulative, and
colorful pictures.

Each kindergarten teacher in Georgia receives a GKAP kit that contains manuals for administration,
manipulative, and reporting forms. Training and practice are required prior to the use of GKAP. A self-contained
video training program developed for this purpose has been provided to each school.

The education department anticipates that this assessment program will serve a number of important functions:
A significant use of GKAP results is to provide instructionally relevant diagnostic information for kindergarten

teachers. In the process of collecting GKAP information, teachers gain insights regarding their students’
developmental status and subsequent modifications which may be needed in their instructional programs. In addition,
when forwarded, this information will also be useful to the child’s teacher at the beginning of the first grade year.
Another use of GKAP results is communication with parents about their child’s progress throughout the kindergarten
year.

The results of the GKAP are also to serve, along with other information about the child, as a factor in the decision
regarding whether to promote the child to the first grade. GKAP results, by themselves, should not be used as the sole
criterion for promotion/retention (placement) decisions.4

1~~~ L. Co- CC- 130ard Votes to Forbid Retention Before the 1st Grade,”  vol. 90, No. 1, Aug. L 1990.

%dississippi  s t opped**  ~en children and North Carolina banned testing of first and second graders. See A&a  Steinbwg,
‘X.indergartm  Producing Early Failure?”  vol. 69, May 1990, pp. 6-9.

3W.. Ro~ and JOy E. B1o~ “@XX@’8  First w ~AmessmM: The Historical Perspective%” paper prewmted  at the
annual meeting of the AXne&an Educational Research Association Bostow  M& April 1990, p. 3.

4s~ P. ‘&wn and Joy E. Blo~ “The Georgia Kindergarten As~t Rogram: A State’s Emphasis on a Developmentally
Appm@ti AssC9smUX” paper presented at the Ame&.an Educational ~Association BostoQ ~ April 1990, p. 7.



Chapter 7—Performance Assessment: Methods and Characteristics . 223

and imaginative way. It is a creative and difficult
concept to put into place, however, and requires that
the teacher create assignments that take students
beyond the surface of a subject. For example, one
history teacher suggested: “Under the old system,
the question would be ‘Who was the King of France
in 800?’ Today, it is ‘How is Charlemagne important
to your life?’ “42 While the exhibition format could
be an essay or research paper, it might also call for
a Socratic dialog between student and teacher, an
oral interview, debate, group project, dramatic
presentation, or combination of multiple elements,
partly in preparation for the more comprehensive
senior exhibitions. Clearly, developing and evaluat-
ing successful exhibitions can be as big a challenge
to the teachers as it can be for the students to perform
well on them.

Exhibitions can also be competitions, some at the
individual level, like the Westinghouse Science
Talent Search, or in groups, like the Odyssey of the
Mind, a national competition requiring groups of
students to solve problems crossing academic disci-
plines. Group competitions add group cooperation
skills to the mix of desirable outcomes.

One interesting group competition is the Center
for Civic Education’s” We the People . . .“ program
on Congress and the Constitution. It is a national
program, sponsored by the Commission on the
Bicentennial of the U.S. Constitution and funded by
Congress. Students in participating schools study a
specially developed curriculum and compete with
teams from around the country. In the competition
they serve as panels of “experts” testifying before
a mock congressional committee. The curriculum
can be used as a supplement to American history or
civics classes and has materials that are appropriate
for three levels (upper elementary, middle school,
and high school). The text centers on the history and
principles of the U.S. Constitution. When students
have completed the curriculum the entire class is
divided into groups, each responsible for one unit of
the curriculum. Each group presents statements and
answers questions on its unit before a panel of
community representatives who act as the mock
congressional committee members. Winning teams

from each school compete at district, State, and
finally a national-level competition. Training for
judges at each level is conducted through videotapes
and training sessions in which the judges evaluate
each group on a scale of 1 to 10, on the criteria shown
in figure 7-6.

Experiments

Science educators who suggest that students can
best understand science by doing science have
promoted hands-on science all across the science
curriculum. Similarly, they maintain that students’
understanding of science can best be measured by
how they do science--the process of planning,
conducting, and writing up experiments. Thus,
science educators are seeking ways to assess and
measure hands-on science. A number of States,
including New York, California, and Connecticut,
have pioneering efforts under way to conduct
large-scale hands-on assessments in science.

In 1986, NAEP conducted a pilot project to
examine the feasibility of conducting innovative
hands-on assessments in mathematics and science.
Working closely with the staff of Great Britain’s
Assessment of Performance Unit, 30 pilot tasks
using group activities, work station activities, and
complete experiments were field tested. School
administrators, teachers, and students were enthusi-
astic and encouraging about these efforts. As part of
the pilot project, NAEP has made available detailed
descriptions of these 30 tasks so that other educators
can adapt the ideas.

43 A sample experiment used
with third graders and scoring criteria are pictured in
figure 7-7.

New York Elementary Science Program
Evaluation Test

In 1989, the New York State Department of
Education, building on the NAEP tasks, included
five hands-on manipulative skills tasks as an impor-
tant component of their Elementary Science Pro-
gram Evaluation Test (ESPET). Used with fourth
graders, the test also included a content-oriented,
paper-and-pencil component. It was the intent of the

42Jae~  c~lmou Hope H@ schwl,  ~OVidenCe,  RI, quoted in Thomas Tech and Matthew COOper,  ‘‘hSSOm From tie Trenches, ” U.S. News &
World Report, vol. 108, No. 8, Feb. 26, 1990, p. 54.

43see  ~umtiowl  Wstig Senim, ~arning by Doing..  A Man~l for Teaching  and Assessing Higher  Order Thinking in Science and Mathematics

(Princetou  NJ: May 1987); or the full-report, Fran Blumberg,  Marion Epsteiw Walter MacDonald, and Ina Mullis, A Pilot Study cfHigher  Order
Thinking Skills: Assessment Techniques in Science and Mathematics, Final Report (Princeton, NJ: Educational TMting Service, November 1986).
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Figure 7-6-Scoring Sheet for the “We the People” Competition

Student teams act as witnesses before a ‘Congressional Committee” and
answer questions on the U.S. Constitution (history, law, and current applications).
Each group is scored on a scale of 1-10 on the criteria listed below.

1-2 ■  poor  3-4  ■  fair 5-6 ● a v e r a g e  7 - 8  ■  a b o v e  a v e r a g e 9-10 * excellent

Score Notes

1. Understanding: To what extent did participants
demonstrate a clear understanding of the basic
issues involved in the questions?

2. Constitutional Application: To what extent did
participants appropriately apply knowledge of
constitutional history and principles?

3. Reasoning: To what extent did participants
support positions with sound reasoning?

4. Supporting Evidence: To what extent did participants
support positions with historical or contemporary
evidence, examples, and/or illustrations?

1
5. Responsiveness: To what extent did participants’

answers address the questions asked?

6. Participation: To what extent did most group
members contribute to the group’s presentation?

I

Group total
Judge: Date:

Congressional District: Tie breaker*

● P I ease award u p to 100 points for this group’s overalI performanc e.
(Bonus points will only be used in the event of a tie.)

SOURCE: Center for Civic Education, Calabasas, CA.

test designers to align classroom practices with the ment (of volume, length, mass, and temperature),
State objectives reflected in the syllabus.44 prediction from observations, classification, hypoth-

The manipulative test consists of five tasks, and esis formation, and observation.

each student is given 7 minutes to work on each of The examinations were scored by their teachers,
the tasks. At the end of each timed segment, the but student scores were not reported above the
t e a c h e r  organizes a swift exchange of desks, or school level. School scores were reported in terms of
stations, moving the front row children to the back the items on which students had difficulty. The
of the column and the others each moving up one ESPET is currently being evaluated for use in other
desk, somewhat like a volleyball rotation. Test grades.
stations are separated by cardboard dividers and are

Connecticut Common Core Science andarranged so that adjacent stations do not have the
Mathematics Assessmentssame apparatus. Four classes of about 25 children

each can be tested comfortably in a school day. The Connecticut has been a leader in the development
skills assessed by the five stations include measure- of a set of mathematics and science assessments that

~sal.ly Bauer,  Sandra Mathiso&  Eileen M-, and Kathleen llxns,  ‘Controlling Curricular Change Through State-Manda ted lksting: lk.acher’s
Views and Perceptions,” paper presented at the annual meeting of the American Educational Research Assoeiatio% Bosto% N@  Apr. 17, 1990, p. 7.
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call on group skills and performance activities.45

Under a 45-month grant from the National Science
Foundation, Connecticut has assembled teams of
high school science and mathematics teachers work-
ing jointly on Connecticut Multi-State Performance
Assessment Collaborative Teams (COMPACT). CoM-
PACT is made up of seven State Departments of
Education (Connecticut, Michigan, Minnesota, New
York, Texas, Vermont, and Wisconsin), CES, The
Urban District Leadership Consortium of the Ameri-
can Federation of Teachers, and Project Re:Learn-
ing.

The COMPACT group has designed and devel-
oped 50 performance assessment tasks, 31 across 8
areas of high school science (biology, chemistry,
Earth science, and physics) and 19 in mathematics
(general or applied mathematics, algebra, geometry,
and advanced mathematics). After pulling together
the experiences of COMPACT teachers trying out
these tasks, Connecticut will convene committees of
expert judges to establish ‘‘marker papers’ and
common scoring standards. These scoring standards
will be used during 1991-92 on the frost administra-
tion of the Connecticut Common Core of Learning
Assessments in high school science and mathemat-
ics across the State. A key element of the entire
endeavor will be the assessment of student attitudes
toward science and mathematics, and the demonstra-
tion of teamwork and interpersonal skills in these
real-life testing contexts.

Each task has three parts that require individual
work at the beginning and end, and group work in the
middle (see figure 7-8). First, each student is
presented with the task and asked to formulate a
hunch, an estimate of the solution, and a preliminary
design for a study. This portion of the task has
several goals-it focuses the student’s preliminary. .
thinking, becomes a springboard for student group
discussion, gives the teacher a feel for where the
students are in their thinking, and serves as a record
that the student can revisit throughout the assess-
ment.

The middle section involves the longest phase.
Here students plan and work together to produce a

group product; teamwork is emphasized throughout.
Evidence of deepening understanding is recorded
through a variety of assessment tools such as written
checklists, journals, logs, or portfolios. Oral or
visual records such as videotapes of group discus-
sions and oral presentations are also maintained.
Teachers can rate individual performance on a
subset of objectives in the group task. The ability to
infer levels of individual contribution on collective
work is one of the largest assessment challenges.

The third part of the task consists of individual
performance on a related task. These tasks consist of
similar activities that attempt to assess some of the
same content and processes as the group task. The
transfer task provides each student with an opportu-
nity to synthesize and integrate the learning  that
occurred in the group experience and apply it in a
new context. It also provides teachers, parents, and
policymakers with a summative view of what each
student knows and can do at the end of a rich set of
learning and assessment opportunities.

Several evaluations of the project have been
completed to date. Teacher perceptions are quite
positive. Through the participation of the Urban
District’s Leadership Consortium, students in 16
large urban school systems tried out the performance
tasks during the 1990-91 school year, demonstrating
the feasibility of this type of assessment in schools
with large populations of African-American and
Hispanic students.%

Portfolios

Portfolios are typically files or folders that contain
a variety of information documenting a student’s
experiences and accomplishments. They furnish a
broad portrait of individual performance, collected
over time. The components can vary and can offer
multiple indicators of growth as well as cumulative
achievement. As students assemble their own port-
folios, they evaluate their own work, a key feature in
performance assessment. Proponents suggest that
this process also provides students a different
understanding of testing, with the following positive
effects:

dSS~ p=~ D. For@one, Jr. and Joan Boykoff  Baro~  Connecticut State Department Of Education, ‘‘Assessment of Student Performance in High
School Science and Mathematics: The Connecticut Study,’ paper presented at the Seminar on Student Assessment and Its Lmpact  on School Curriculum,
Washington DC, May 23, 1990.

~Jom Boykoff Bmon, Comwticut  Depment  of Education, persoti  communication, November 1991.



Figure 7-7—"Sugar Cubes”: A NAEP Hands-On Science Experiment for 3rd Graders

NAME:
CODE:
SCHOOL DISTRICT:

The Experiment

Students are given laboratory equipment and asked to
determine which type of sugar, granulated or cubed,
dissolves faster when placed in warm water that is
stirred and not stirred, respectively. To complete this
investigation, students need to identify the variables
to be manipulated, controlled, and measured. They also
need to make reliable and accurate measurements,
record their findings, and draw conclusions. Examples
of written conclusions are presented on the next page.

The Observation

Sugar Cubes Behavioral Checklist

NOT STIRRING 1. Loose sugar tested Q
2. Cube sugar tested u

SET-UP 3. Volume of water measured-by eye ❑
4. by ruler
5. by cylinder

6. Volume used< 10 cc
7. Volume used >10 cc
8. Volume same for both types
9. Mass same for both types ❑

MEASUREMENT 10. No apparent measurement
11. Qualitative measurement .7
12. Clock used

13. within +-3 sees. of start point H
14. within +-3 SecS. of end point• 1

15. Timed-until all dissolved• 1
16. until partially dissolved ❑
17. no dear end point ❑

18. Fixed time--notes amount remaining• 1

RESPONSE SHEET ● 19. Reports results consistent with evidence ❑

STIRRING 20. Stirring not tested-sugar type not controlled• 1
21. Loose sugar tested ❑
22. Cube sugar tested• 1
23. Stirring tested-by counting number of stirs c1

24. by timing• 1
25. Stirring at regular intervals
26. Stirring rate-constant #

27. ran&m• 1

SET-UP 28. Volume of water measured-by eye n
29. by ruler• 1
30. by cylinder• 1

31. Volume used <10 cc ❑
32. Volume used >10 cc• 1

33. Volume same for both types Q
34. Mass same for both types u

MEASUREMENT 35. No apparent measurement Q
36. Qualitative measurement u
37. clock used• 1

38. within +-3 specs. of start point• 1
39. within +-3 sees. of end point• 1

An  T i red  -,ntil  =11 diq~olv~ ~

Using detailed checklists, NAEP administrators recorded
students’ strategies for determining-wit h accurate and
reliable measurements-whether loose sugar or sugar
cubes dissolved at a faster rate.

nount  remaining E

istent with evidence• 1

both trials g
ck findings
w minimal) H

*48. Acknowledges that procedures’ could be improved if
experiment repeated-aware that certain variables



FIND OUT IF STIRRING MAKES ANY DIFFERENCE IN H O W
FAST THE SUGAR CUBES AND LOOSE SUGAR DISSOLVE.

B) Use the space below to answer the question in the box.

5
4
3
2
1
0

I w

Score received

5 point answer

3 point answer

1 point answer

Scoring of Written Answers

points = response states that both types of sugar dissolve faster but loose sugar dissolves the fastest.
points = response states that the loose sugar dissolves faster than the cube and that stirring is the cause of it.
points = response states that stirring makes a difference only or how or why an effect upon the sugar is found only.
points = response states that one type of sugar dissolves faster than another only.
point = incorrect response.
points = no response.

KEY: NAEP = National Assessment of Educational Progress.

SOURCE: Educational Testing Service, Learning by Doing:A  Manudfor Teaching andAssessing  Higher Order Thinking in Scierwe  and Mathematics (Princeton, NJ: May 1987); and Fran Blumberg,
Marion Epstein, Walter MacDonald, and Ina  Mullis, A Pilot Study of Higher Order Thinking Skills: Assessment Techniques in Science and Mathematics, Final  Repoti  (Princeton, NJ:
Educational Tastino %arvicn Nmmmhar  1W16)
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Figure 7-8-Connecticut Science Performance Assessment Task: “Exploring the Maplecopter”

OVERVIEW: This task was designed for high school physics classes, and includes both individual and group work. Students
study the motion of maple seeds and design experiments to explain their spinning fright patterns. Curriculum topics include
Iaws of motion, aerodynamics, air resistance, and the use of models in explaining scientific phenomena. Equipment needed:
maple seeds, paperboard, stopwatches, and scissors. The suggested length of time for the task is 3 to 5 class periods.

Part 1: Getting Started by Yourself
1. Throw a maple winged seed up in the air and watch it
“float” down to the floor. Describe as many aspects of the
motion oft he pod as you can. You may add diagrams if you
wish.
2. One of the things you probably noticed is that the seed
spins at it falls, like a Iittle helicopter. Try to explain how and
why the seed spins as it falls.

Part Il: Group Work
The criteria that will be used to assess your work are found
on the Objectives Rating Form - Group. Each member of
your group will also fill out the Group Performance Rating
Form.
1. Discuss the motion of the winged maple seed with the
members of your group. Write a description of the motion,
using the observations of the entire group. You may add
diagrams if you wish.
2. Write down the variables that might affect the motion of
the maple seed.

3. Design a series of experiments to test the effect of each
of these variables. Carry out as many experiments as
necessary in order to come up with a complete explanation
for the spinning motion of the winged seed.

Using Models in Science
4. Sometimes using a simplified model (or a simulation)
might help one to understand more complex phenomena.
A paper helicopter, in this case, might serve as a simplified
model of the seed.

a. Construct a paper helicopter following the general
instructions in figures 1 and 2.

---- Staple

Figure 2

SOURCE: Connecticut State Department of Education, 1991.

b. Throw the paper helicopter in the air and observe its
motion.
c. Try changing various aspects of the paper helicopter
to test the effect of the variables your group chose.
d. Experiment with different types of paper helicopters
until you feel t hat you have a complete understanding of
how the variables you identified affect the motion.
e. Summarize your results with the help of a chart or a
graph.

5. Based on what you’ve learned from the paper helicop-
ters, design and perform additional experiments with the
maple seeds.
6. Describe your group’s findings from all your experi-
ments. Raw data should be presented in charts or graphs,
as appropriate and summarized by a short written state-
ment.
7. Now, after you have completed all the necessary
experiments, try to explain again the motion of the maple
seed. Try to include in your explanation t he effect of all the
variables that you observed in your experiments. You may
add diagrams if you wish.
8. in this activity you used simplified models to help explain
a more complicated phenomenon. Describe the advan-
tages and disadvantages of your paper helicopter as a
model of a winged maple seed.
9. What are the biological advantage(s) of the structure of
the maple seed? Explain fully.

Part ill: Finishing by Yourself

THE GRAND MAPLECOPTER COMPETITION

Your goal is to design a helicopter, from a 4“ X 8“ piece of
paperboard, that will remain in the air for the longest time
when dropped from the same height.
a. Design the “helicopter.”
b. Write down factors related to your design.
c. Cut out the “helicopter.”
d. Mark the helicopter with your name.
e. Good luck and have fun!
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GROUP PERFORMANCE RATING FORM

Student Name

Student ID # Almost Often Some-
always times Rarely

I I I
A. GROUP PARTICIPATION

I

2. Did his or her fair share of the work

B. STAYING ON THE TOPIC

5. Paid attention, listened to what was being

6. Made comments aimed at getting the grc

7. Got off the topic or changed the subject

8. Stayed off the topic

C. OFFERING USEFUL IDEAS
9. Gave ideas and suggestions that help

10. Offered helpful criticism and comm~
11. Influenced the group’s decisions af

12. Offered useful ideas

D. CONSIDERATION

13. Made positive, encouraging rem
14. Gave recognition and credit to r

15. Made inconsiderate or hostile f
16. Was considerate of others

E. INVOLVING OTHERS

17. Got others involved by askir

18. Tried to get the group work!
19. Seriously considered the i(

20. Involved others

F. COMMUNICATING

22. Expressed ideas clearly and effectively

23. Communicated clearly

A Sample of Other Science Performance Tasks Under Development

BOILING POINT LABORATORY: Students are asked to design and carry out a controlled experiment to determine the mixture of
antifreeze and water that has the highest boiling point and is thus the most effective in keeping cars running smoothly in extreme
temperatures.

OUTCROP ANALYSIS: Students are given a variety of information, including videotapes, pictures, and rock samples, from a site in
Connecticut and are asked to determine if it is a good site on which to build a nuclear power facility. Students may be asked to
investigate other factors, such as population, waste disposal, weather, politics, etc. in determining if it is a good site.

WEATHER PREDICTION: Students are asked to predict the weather based on their knowledge of meteorology, data they collect,
and observations that they are able to make. Students may be asked to make simple weather instruments or create a weather
forecasting segment as it would appear on a television newscast.
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●

●

●

●

A

testing becomes a personal responsibility;

students realize that they need to demonstrate a
full range of knowledge and accomplishments,
rather than a one-shot performance;

they begin to learn that frost draft work is never
good enough; and

they appreciate that development is as impor-
tant as achievement.47

small but growing number of States have
embraced portfolios as an educational assessment
tool. As of 1991, five States (Alaska, California,
North Carolina, Rhode Island, and Vermont) had
implemented portfolios as a mandatory, voluntary,
or experimental component of the statewide educa-
tional assessment program. Four additional States
(Delaware, Georgia, South Carolina, and Texas) are
considering implementing portfolios for this pur-
pose. At the State level, portfolios have been
implemented mostly in mathematics and writing at
grade levels ranging from 1st to 12th but concen-
trated in the early grades.48 The Vermont experience
with portfolios is noteworthy (see box 7-F). Michi-
gan’s portfolio project, begun on a pilot basis in 22
districts during 1990-91, focuses on the skills that
high school graduates are expected to have in order
to be productive workers. As described in box 7-G,
this use of portfolios aims at providing both students
and prospective employers with information on
workplace skill competencies.

Research on effectiveness of portfolios is being
assembled by the project Arts PROPEL, a 5-year
cooperative effort involving artists, researchers from
Harvard University’s Project Zero, the Educational
Testing Service (ETS), and teachers, students, and
administrators from the Pittsburgh and Boston
public school systems. Supported by a grant from the
Rockefeller Foundation, Arts PROPEL seeks to
create a closer link between instruction and assess-
ment in three areas of the middle and secondary
school curriculum: visual arts, music, and imagina-
tive writing.49 The primary purpose of the assess-

ment is not for selection, prediction, or as an
institutional measure of achievement. Instead, it is
focused on understanding individual student learn-
ing as a way of improving classroom instruction.
The goal is to create assessments that provide a
learning profile of the individual on as many
dimensions as possible, as well as showing student
change over time.50 The two sources of assessment
are portfolios and what is called the ‘‘domain
project,” an instructional sequence that focuses on
central aspects of a domain and provides opportuni-
ties for multiple observations of the student. Domain
projects function as self-contained instructional
units central to the arts curriculum, and are graded by
the classroom teacher.

The portfolio is the central defining element in
Arts PROPEL. It is intended to be a complete
process-tracking record of each student’s attempts to
realize a work of art, music, or writing. It also serves
as a basis for students’ reflection about their work,
a means for them to identify what they value in
selecting pieces for inclusion, and a vehicle for
conversations about that work with teachers. A
typical portfolio might contain initial sketches,
drafts, or audiotapes; self criticisms and those of
teachers and other students; successive drafts and
reflections; and examples of works of others that
have influenced the student. A final evaluation by
the student and others is included, along with plans
for successive work. Researchers and school district
personnel are attempting to find methods of assess-
ing artistic growth and of conveying this information
effectively-through scores or other summary i n d i -
cators—to administrators, college admissions offi-
cers, and others.

Like writing assessments, the use of portfolios is
not new. For 19 years it has been the major
component of the Advanced Placement (AP) studio
art examination, administered by ETS51 (see box
7-H).

dyFr~m Defie  P&er Wolf, “Pofiolio  Assessment: Sampling Student Work.” Educational Leadership, VO1. 46, No. 7, Aptil 1989, pp. 35-36.

aOTA  dat~ 1991.

4~oberta  Camp, “Presentation on Arts PROPEL Portfolio Explorations,” paper presented at the Educational ‘Iksting Seminar on Alternatives to
Multiple-Choice Assessment, WashingtorL  DC, Mar. 30, 1990, p. 1.

%rew H. Gitomer,  “Assessing Artistic Learning Using Domain Projects, ” paper presented at the annual meeting of the American Educational
Research Assoeiatioq  New Orleans, LA, April 1988, p. 4.

sl~tche~ ad Stempel,  op. cit., footnote 2.
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.

‘

- 4

Common Characteristics of guish their use and implementation in school sys-

Performance Assessment
terns.

Performance tests require student-constructed
Although there is great variety in the kinds of responses as opposed to student-selected responses.

measures that fall under the umbrella of performance While it is not certain that these two responses
assessment, certain common characteristics distin- involve different cognitive processes, creating a

297-933 0 - 92 -- 16 : QL 3
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Box 7-F—"This is My Best”: Vermont’s Portfolio Assessment Project

Prior to 1990, Vermont was one of the few States with no mandated statewide testing program. Districts could
conduct standardized norm-referenced testing for their own  purposes. However, change came to Vermont when the
legislature approved funds for a statewide assessment program to be integrated with classroom instruction. The first
piece of the plan, piloted in the 199091 school year  in one-quarter of the schools across the State, focused on writing
and mathematics in grades four and eight. Eventually all the major academic disciplines will be covered. Each
assessment has three parts: a uniform test, “best pieces” exemplifying the student’s highest achievement in the
judgment of the student and teacher, and a portfolio showing development throughout the year.

The mathematics assessment includes a  standardized test that contains multiple-choice, open-ended, and,
longer computational problems. Each student is also responsible for assembling a mathematics portfolio, a
collection of some 10 to 20 entries of problems and projects completed Five to seven of these are pieces the student
and teachers have chosen as best pieces, accompanied by a letter the student writes to the evaluator, explaining why
these were selected. All this conferring, questioning, reviewing, and writing about mathematics is aimed at better
understanding and communication about mathematical reasoning, logic, and problem solving. The mathematics
portfolios are designed to foster an attitude of responsibility for learning on the part of the student, reveal the
student’s feelings about mathematics, and provide a means of showing growth in areas not well suited to

The writing assessment is made up of a uniform writing prompt  and an interdisciplinary writing portfolio.2 The
writing assessment is similar to that used in  other States, with students given a       uniform prompt and 90 minutes to respond.
The students are encouraged to think through ideas first and write rough drafts, using dictionaries and thesauruses
provided in the testing room, and then produce a finished product. The prompt used for the 1990-91 pilot was:

Most people have strong feelings about something that happened to them in the past. Think about a time when you
felt happy, scared, surprised, or proud. Tell about this time so that the reader will understand what happened, who
was involved, how the experience made you feel, and why it was important to you.3

Students also answered 12 general information questions that accompanied the writing assessment. Their
responses were correlated to levels of writing performance and illuminated several issues the State found important.
These included: the negative impacts of television viewing, positive effects of reading, and support for teaching of
writing as a precess and writing across the curriculum. The analysis was conducted by an outside contractor, also
responsible for scoring the uniform writing assessments.

The writing portfolio can contain pieces from grades prior to the fourth and eighth grade “snapshot” years;
works in various stages of revision; several other writing samples, including a poem,  short story, play, or personal
narration; a personal response to an event, exhibit, book, issue, mathematics problem, or scientific phenomenon;
and prose pieces from any curricular area outside of English. As in the mathematics portfolio, the student also
chooses one best piece, and writes a letter to the evaluators explaining why the piece was selected and the process
of its composition.

The writing portfolios are scored by teachers. In the pilot year, approximately 150 fourth and eighth grade
teachers from the sample schools did this scoring. Each portfolio and best piece was assessed by two teachers (using
the writing benchmarks shown in table 7-F1) and the process took 2 days. Although it was an intense experience,
the teachers’ reactions were generally positive:

. . . &spite the work load, this was an invigorating and inspiring couple of days. A few things impressed me: the
uniformity of the grading; the joy of discovering various “nuggets” of good stuff; the variety and the quality of eighth
grade writing.

I learned a hell of a lot. The experience confirmed the prevailing sense among the writing community that language
can be the close, personal ally of every self, regardless of ability, age, or station.

what was most useful  about this process was that teachers from an over the state saw the variety and talked about it. 4

IV~nt~t~~~b~O~%Bm~ “T~A~er”:
1991).

2S= V~o~ D~~@ of Ehcat@
 1991), p. 7.

31bid., P. 19.

‘%id.,  pp. 13-14.
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Figure 7-F1—Portfolios as a “Window” on Student Feelings About Mathematics

Students keep  copies of their mathematics problems as well as their feelings and opinions about
mathematics in their portfolios. This student’s current frustration is reflected in his entry:

Later in the year, he was faced with the following problem:

In a group of cows and chlckens, the number of legs is four more than three times the number of heads.

What follows is his solution, and his reaction, in what he called his “opinion corner”:

I I,

SOURCE: Vermont Department of Education, Looking 5eyond  “The Answer”: Vermont’s Mathematics Por#blio
Assessment Program, P//of Year Reporf  1990-91  (Montpelier W: 1991), p. 31.

Continued on next page
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BOX 7-F—”This is My Best”: Vermont’s Portfolio Assessment Project-Continued

In 1991-92, all Vermont schools are required to
use the assessments in the target grades. Local teachers
will assess the writing portfolios in their own schools,
after a series of professional development sessions.
They have the option of working alone, assessing only
their own students’ portfolios, or working coopera-
tively with other teachers in their schools. In late spring
they will bring a sample of five portfolios to a regional
meeting, where teachers from others schools will score
their sample portfolios to determine a rate of reliabil-
ity. A sample of portfolios from each regional meeting
will be assessed at a statewide meeting to ensure that
common standards are applied statewide.5 Aware of
the importance of training teachers to use new
assessment tools as levers for instructional change, the
State has committed 40 percent of the assessment
budget to professional development.6

The reporting system has also been carefully
considered. Building on Vermont’s tradition of town
meetings, each district declares an annual Vermont
School Report Day each spring. At this time commu-
nity members and the press go to their schools for an
analysis of assessment results and to discuss the
district’s response to a list of questions prepared by the
State board to encourage discussion about local
schooling goals and successes.

51bid,, p. 8.

6ROSS Brewer, presentation at “Educational Assessment for
the Twenty-First Century: The National -“ sponsored by the
National Center for Research on Evaluating Standards and Student
‘Ming, Manhattan Beach CA Mar. 9, 1991.

Table 7F-1—Vermont Writing Assessment Analytic
Assessment Guide

Five dimensions of writing are rated on the following levels of
performance: extensively, frequently, sometimes, rarely (criteria
for each of these are listed)

Purpose . . . . . . . . . . . . The degree to which the writer’s
response:

● establishes and maintains a clear
purpose;

. demonstrates an awareness of
audience and task;

c exhibits clarity of ideas.

Organization . . . . . . . The degree to which the writer’s response
illustrates:

. unity;

. coherence.

Details . . . . . . . . . . . . . The degree to which the details are
appropriate for the writer’s purpose and
support the main point(s) of the writer’s
response.

Voice/tone . . . . . . . . . The degree to which the writer’s response
reflects personal Investment and
expression.

Usage, mechanics,
grammar . . . . . . . . . The degree to which the writer’s response

exhibits correct:
. usage (e.g., tense formation,

agreement, word choice);
. mechanics--spelling, capitalization,

punctuation;
. grammar;
. sentences;

as appropriate to the piece and grade
level.

SOURCE: Vermont State Board of Education, 7hkr/skfyBest”:  Vermontk
WhW@ssessmentPmgr&n,  /%t YearRepori 19W91  (Montpe
Iier, W: 1991), p. 6.

response may more closely approximate the real- context in which this behavior is used. Tasks chosen
world process of solving problems. Most perform-
ance tasks require the student to engage in a complex
group of judgments; the student must analyze the
problem, define various options to solve the prob-
lem, and communicate the solution in written, oral,
or other forms. Furthermore, often a solution re-
quires balancing “tradeoffs” that can only be
understood when the person making the choices
explains or demonstrates the rationale for the choice.
Performance assessment tasks make it possible to
trace the path a student has taken in arriving at the
chosen solution or decision.

Performance assessment attempts as much as
possible to assess desired behavior directly, in the

for testing must sample representatively from the
desirable skills and understandings: demonstrating
ability to write a persuasive argument might be
reflected in asking students to write a paragraph
convincing the teacher why an extension is needed
on an assignment; demonstrating an understanding
of experimental design might involve designing and
conducting an experiment to find out if sow bugs
prefer light over dark environments; showing one’s
facility with the French written language might
involve translating a French poem into English. In
each of these cases, it is possible to conduct other
kinds of tests that can accompany the performance
task (e.g., vocabulary tests, lists of procedures,
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Box 7-G—Michigan’s Employability Skills Assessment Program

In an effort to ensure that Michigan’s high school graduates acquire skills necessary to remain competitive in
an increasingly technological workplace, the Governor’s Commission on Jobs and Economic Development
convened the Employability Skills Task Force in 1987. The Task Force, made up of leaders from business, labor,
and education, was charged with identifying the skills Michigan employers believe important to succeed in the
modem workplace. The Task Force concluded that Michigan workers need skills in three areas:

● Teamwork skills, such as the ability to express ideas to colleagues of a team and compromise to accomplish
a goal; and

The Task Force also served as a policy advisory group on the development of Michigan’s Employability SkiIls
Assessment Program for the State’s high schools. The Task Force concluded that student portfolios would best
describe the strengths and weaknesses of individual students in the skill groups, and could serve as the basis for
planning an individual skills development program for each student.

The portfolio program was piloted during the 1990-91 school year in 22 school districts. Districts were
encouraged to apply the program to a cross section of students in order to emphasize that the program was designed
for everyone, not just noncollege-bound youth.

To help students, the State provided several tools including three portfolios (one in each skill area), a portfolio
information guide for the student, a parent guide for the student’s parents, a personal rating form to be filled out
by students, teachers, and parents, and a work appraisal form for employers to complete.

Each of the three portfolios, Academic, Teamwork and Personal Management, stresses skills considered
important in that particular area. Students are responsible for updating their portfolios with sample work and
information about grades, awards, and recommendations. For example, the captain of the school track team might
ask her coach for a letter of recommendation to place in her Teamwork portfolio as proof of her leadership ability.
If students feel they are lacking in a particular skill category, they can seek out an activity designed to help them
master that skill. In this way students are expected to discover, develop, and document their ‘employability skills."
It is envisioned that the portfolios will serve as ‘resume builders. When applying for jobs, students will use their
portfolios to demonstrate employability skills.

It is difficult to assess the results of the Employability Skills Assessment since the program is so new. The few
collected responses have been mixed. Schools that have taken the program to heart, contacting local businesses and
informing them of the program, have been enthusiastic. Some schools have even invited local business managers
to assess individual student’s portfolios. Other schools, however, have been less satisfied. Some are resisting
suggested changes because they appear incompatible with other reform efforts; others are hesitant to involve
business in what is viewed primarily as the job of the schools. Michigan law now requires every school to design
a portfolio system to assess ninth graders beginning in the 1992-93 school year. The State’s Department of
Education plans to continue piloting the Employability program.

1A SMW ~pbis on tie blend of a~demiq cooperative, and personal skills underlies a recent U.S. Department of Labor  report. See
U.S. Department of Labor, Secretary’s Commission on Achieving Necessary Skills (SCANS), Whur Work Requires of Schools (W%shingtom
DC: June 1991).

2Mward  D. Roe&r,  Michigan Department of Educatio~ personal eornmunicatiou Oct. 22, 1991.

questions about content), but in performance assess- Effectiveness and craftsmanship are important ele-
ment direct performances of- desired tasks are ments of the assessment; getting the ‘‘right answer’

52  The process as well as theevaluated. is not the only criterion.
results are examined in solving a geometric proof,

Performance assessments focus on the process improving one’s  programming skills, or formulating
and the quality of a product or a performance. a scientific hypothesis and testing it.

W3ant  Wi@ns, ‘Authentic Assessment: Principles, Policy and Provocations,’ paper presented at the Boulder Conference of State lksting Directors,
Boulder, CO, June 1990.
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Box 7-H—Advanced Placement Studio Art Portfolios

While the idea of portfolios for large-scale testing is considered a novel idea, portfolios have been the heart
of the Advanced Placement  (AP) examination“on for studio art for nearly 20  years.2 The purpose of the AP Studio Art
Portfolio Evaluation is to certify that a high school student has produced works that meet the achievement level
expected of first year college students in studio art. The cost to the student is $65, the same as for other AP
examinations. There are several points that make the assessment of particular interest:

●

●

●

●

●

●

The assessment is conducted entirely through evaluation of the work contained in the student portfolio.
There are no essays, no questions to answer, no standard paper-and-pencil examination.
It is a considered “high-stakes” assessment, for, like all AP examinations, students must receive a passing
grade (a score of 3 or higher on a 1 to 5 ranking) to earn college level credit for the course.3

Despite the fact that the topic is a “subjective” one like art, adminis    tration and scoring are standardized and
conducted in an objective manner.
There is no set curriculum; teachers have great flexibility in their choice of approach, organization,
assignments, and so forth
A high degree of student initiative and motivation is required.
The program has won the respect of teachers and students at both the high school and college level and there
is little controversy surrounding it.

Standardization of Portfolio Submissions
Students submit a portfolio based on the work they have created during the year-long AP studio art course. 4

A student can choose one of two evaluations: the drawing portfolio or general portfolio evaluation. In the drawing
portfolio, there must be six original works no larger than 16 inches by 20 inches, and from 14 to 20 slides on an
area of special concentration. The concentration is a single theme (e.g., self portraiture) developed by the student.
Some of the concentrations chosen as exemplary in recent years have included cubist still-life drawings,
manipulated photographs, wood relief sculptures, still lifes transformed into surreal landscapes, and expressionist
drawings that serve as social commentary.5 Another 14 to 20 slides illustrate breadth. The general portfolio is set
up in much the same format.6 Film and videotapes maybe submitted in the concentration section.

Standardizing Artistic Judgment
In June 1991, nearly 5,000 portfolios were submitted for the evaluation. These were graded by a panel of 21

readers (scorers) assembled at Trenton State College in Trenton, New Jersey. The readers all teach either AP studio
art or analogous college courses; scoring took 6 days.

Each grading session began with a standard-setting session. A number of portfolios were presented to the
assembled readers, roughly illustrating all the possible scores. These examples were chosen beforehand by the chief
reader for the whole evaluation and the table leader for each section; their selection and judgment were guided by
their experience of teaching. There was no general scoring rubric per se; no analytic scales of  primary traits as there
are in the evaluation of writing. As one former chief reader suggested:

IMu~ of~ _sion COmeS from Ruth kfitchell and Amy Stanpe~ Council for Basic Educatioq “Six Case Studies of PdOMMIICC

A ssesamcnL” OZ4 contractor- March 1991.
*StUdiO  m was  added to the Advanced Placunent  (AP) program in twos~genend  @fOliO in 1972 and the drawing ~dfOliO

in 19S0. A separate AP art history course is also offered; its exarnhuw“on has a mom typical format of multiple-choice and ~response items.
3Co@p ~ve va@ng  polices regarding AP credits. Some grant exemption fmm freshman-levelcourses, while Otluxs  require students

to take the introductory courses, but grant a ccrtam“ number of elective credits. IrI gema studmts can reduce the number of courses required
to graduate horn college by passing these AP cdlegelevel courses in high school. l%us there is a strong financial incxmtive to succeed on the
AP examination.

4Not W s~oo~ off= a ~~te Ap co~ea A ~~e Ap s~o ~ co- is “host a Iq”; in some SdKXds, a Smd Rumlbm Of
AP students work alongside other students m regular classes, while other studenta submit work done indcpcs.uiently during thesummer or in
museum courses. Alice Sims—Gummhauser, Educational ‘Rst@  Service cxmaultan~ AP studio ~ personal comtnunicatioq November 1991.

5fid.

60rdy four works are required in the @inal work portion. The breadth scztion specifies that eight slides illustrate drawing U with
four each in three other categories (color, dcsi~ and sculpture).
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Factors that are included in assessing quality include imagination; freshness of conception and interpretation; mastery
of concepts, composition, materials, and techniques; a distinct sense of order and form; evidence of a range of
experience; and, finally, awareness of art-historical sources, including contemporary artists and art movements. It is
not expected that every student’s portfolio will reflect all of these considerations to the same degree. . . . What you’re
really after is a mind at work, an interested, live, thinkin   g being. You want to see engagement. Recognition of it comes
from long experience and you intuit  it.7

In commenting on how this approach related to judgments in other disciplines, he noted:
There are more things that join us together than separate us. You can make those judgments as accurately as

you can in mathematics or in writing or in any other subjects. These other subjects frequently have much more
difficulty than we do in the visual arts in agreeing on standards.. . . You get a sense for copied work, a sense when
there’s engagement, when inspiration, belief, direct involvement are present or absent.8

The portfolios chosen to exemplify each grade remained on display throughout the scoring as references for
comparison. The readers assigned scores to each part separately, on a scale from 1 to 4. Originality of work was
scored independently by three readers; concentrations and breadth by two readers. The scores were manipulated by
computer to arrive at a raw score (1 to approximately 100) to which the three sections (original work, concentration,
and breadth) contribute equally. If discrepancies of 2 or more points between two readers’ evaluations of the same
section occurred, the chief reader reviewed the section and reconciled the scores. The chief reader might speak with
a reader and use the models to reinforce the agreed standard.

After all portfolios had been evaluated, cutoff scores were determined and the total scores then converted to
the AP grades on a scale of a high of 5 to a low of 1. Although assigning the cutoff scores (i.e., determining the lowest
total score to receive an AP grade of 5 on down) is the chief reader’s responsibility, there was input from a long
debriefing meeting of all readers and from statistical information supplied by the computer, historical data regarding
previous years’ cutoff scores, composite and raw scores for present year’s candidates, and tables showing the
consequences of choosing certain cutoff scores, in terms of percentage of students receiving 5,4, 3, and so on. The
scores overall were roughly distributed in a bell curve, with most receiving a 3, but fewer 1s than 5s. (Colleges do
not usually accept either 2 or 1 scores, so a 2 can perform the same function as a 1 (i.e., denying the awarding of
college credit) without making such a negative judgment of a student’s work.)

Impacts on Students

In the process of creating portfolios for AP studio art, students begin to develop artistic judgment about their
own work and that of their fellow students. Students are taught to criticize each other’s work constructively. As they
learn how to select works for their own portfolios, they also learn to communicate with each another about areas
that need improvement. This climate of reflection is an important byproduct of portfolio assembly.

Another key factor is motivation. As one teacher suggested, the course is a test of students’ self motivation. 9

For example, students must have the ability to envision a concentration project and then work steadily toward
completing it for 8 or 9 months, solving problems as they arise. The work on all three sections must be timed so
that the entire portfolio is ready at the deadline. Pieces have to be photographed for slides and final selections made
for the collection of original works.

Broad Public Acceptance

Another important point is the relative lack of controversy surrounding judgment of a subject traditionally
considered subjective. This respect comes from the long history of the evaluation and the refinements the
Educational Testing Service has made to the jury method of judging works of art, based on collective, but
independent, judgments by teachers who are involved in the day-today teaching of students like those being
assessed. These teachers are well trained in the objectives of the course as well as the performance standards for
each level, and their judgment is valued and respected.

Tw~~r~ti, EVa/Mting  r~e tiawedpfacemenr Porfo/io  in  (Princetow NJ: Advamed Placement PKWUII, 1983,  P. 2S.

81bid.

%@uond Campeau,  M studio art teacher in Bozeman,  ~, in Mitchell and StempeL op. cit., footnote 1.
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The product or record of a performance assess-
ment is scored by teachers or other qualified judges.
In classroom testing this observation is done by the
teacher, but in large-scale assessments, products,
portfolios, or other records of work are scored by
teams of readers. How much psychometric rigor is
required in making these qualitative and complex
judgments varies with the purpose of the assess-
ment; less rigor is acceptable for use within the
classroom for diagnostic purposes than would be
acceptable in large-scale testing programs where
comparability is essential. What is important is
that performance tests are not ‘(beyond stand-
ardized testing"; they should be standardized
whenever comparability is required.53

The criteria for judging performance assess-
ments are clear to those being judged. Criteria for
judging successful performance must be available
and understood by teachers and students. The tasks
and standards must allow for thorough preparation
and self-assessment by the student,54 if the test is to
be successful in motivating and directing learning,
and in helping teachers to successfully guide prac-
tice.55 The goal in performance assessment is to
provide tasks that are known to the student—
activities that not only can but should be practiced.
Performance assessment tasks are intended to be
‘‘taught to, ’ integrating curriculum and assessment
into a seamless web. Practice required for good
performance is understood to increase and stimulate
learning.

Performance assessment may take place at one
point or over time. Typically it examines patterns of
student work and consistency of performance, look-
ing at how an individual student progresses and
develops. This is particularly true of portfolios,
which are collections of student work over time.

While multiple-choice and other paper-and-pencil
examinations are almost exclusively taken by an
individual student, some performance assessments
can be and are often conducted as group activities.
This group activity reflects increasing interest in
student team work and cooperation in solving tasks
as a valued outcome of the educational process.
Proponents suggest that, if teamwork is a valued

skill, it should be assessed. However, the problems
associated with inferring individual effort, ability,
and achievement from group performances are
significant. Individual performance and perform-
ance as a member of a group are often scored as two
separate pieces of the assessment.

Performance assessments are generally criterion-
referenced, rather than norm-referenced. Al-
though it is important to collect information on how
a wide range of students respond to performance
assessment tasks, the primary focus is on scoring
students relative to standards of competence and
mastery. Developers of performance assessment are
seeking test-based indicators that portray individual
performance with respect to specific educational
goals rather than those that simply compare an
individual’s performance to a sample of other test
takers.

Performance Assessment Abroad

The standardized, machine-scored, norm-
referenced, multiple-choice tests so common in this
country for large-scale testing are rarely used in
other countries. In fact, these are often referred to
generically as “American tests.” Instead, examina-
tions like the French Bac, the German Abitur, or the
English General Certificate of Secondary Education
or ‘‘A levels, ” generally require students to create
rather than select answers, usually in the format of
short-answer or longer essay questions or, in some
cases, oral examinations. These examinations share
several of the characteristics noted above regarding
performance assessments in American schools: they
are typically graded by teachers, the content is based
on a common curriculum or syllabus for which
students prepare and practice, and the questions are
made public at the end of the examination period.

It is important to note, however, as discussed in
chapter 4, that these tests are most commonly used
for selection of students into postsecondary educa-
tion rather than for classroom diagnosis or school
accountability. Consequently, several of the charac-
teristics noted in American performance assess-
ments are not present in these examinations. That is,
the examinations are usually individual assess-
ments, with no opportunity for group activities; they

53Fr~~ck  L. Fjnc~  “1’bward  a Defiition for Educational Perfo rmance  Assessment,’ paper presented at the EIUC/PDK  Symposium, Alternative
Assessment of Performan ce in the Language Arts, Bloomington IN, Aug. 23, 1990.

54Wig@,  op. cit., fOOtnOte 52.

Sscenter for ~ldren ~d ‘IkckoIogy,  Op. cit., footnote  5, P. 3.
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do not involve self assessment or student involve-
ment in evaluation; the examinations are timed
rather than open-ended; and, even when adminis-
tered over several days, they do not involve tasks
that take several testing periods or longer time
periods to complete.

Nevertheless, European experience can be infor-
mative. For example, the national assessment in
Holland structures performance-based assessments
for students by designing comprehensive problems
for the year-end examinations. A committee of
teachers in art history, for example, selects a
unifying subject (e.g., ‘‘revolution”). Students are
provided with information packages to guide their
study of art throughout the year in ways that help
them to critically develop the theme (e.g., readings
and lists of museums). Teachers are encouraged to
work with students to help them develop individual
interpretations and points of view. This assessment
approach supports students in doing individualized
in-depth work in a context of shared ideas, proce-
dures, and problems.56

The United Kingdom is the furthest along of
European countries using performance assessment
for national testing. The Education Reform Act of
1988 set in place a national curriculum, which has at
its core a set of attainment targets for each of the 10
foundation subjects to be taught to all students.
These statements of attainment provide the basis for
the criterion-referenced assessment system. Teach-
ers have been given detailed, clearly defined Stand-
ard Assessment Tasks (SATs) to use with all
students at or near the completion of four levels or
“key stages” of schooling: ages 7, 11, 14, and 16.
Each SAT carries with it levels of attainment and the
tasks for determining levels, described in manuals
provided to all teachers. The tasks involve one or
more components of every aspect of performance:
reading, writing, speaking, listening, investigating,
demonstrating, drawing, experimenting, showing,
and assembling. The tasks were developed through
research conducted at schools across the United
Kingdom by the National Foundation for Education
Research in England and Wales.

Following a 2-day teacher training period, three
sets of SATs were piloted in May 1990, testing 6,219

students in level one (age 7) in schools throughout
England and Wales. Each was constructed around an
overall theme hoped to engage the interest of
7-year-olds: Toys and Games, Myself, and The
World About Me.

Evaluation data and recommendations reflect
widespread concern with the extremely detailed and
directive nature of the assessment system:

In view of the issue of time and workload . . . an
inescapable conclusion must be that future SATs
should be significantly shorter than those piloted.
SEAC [School Examinations and Assessment Coun-
cil] are likely to recommend that the SAT is to be
carried out in a three week period, and to take not
more than half the teacher’s time during those three
weeks. . . . The number of activities that can be fitted
in will need to be reduced to about six in order to be
sure that these time constraints can be observed. . . .
The model of a SAT covering all or most, or even
half of the ATs has now been proven to be
unworkable in light of the number and nature of ATs
included in the final statutory orders. . . . The SAT
should still offer teachers the opportunity to embed
the assessments within a coherent cross-curricular
theme. 57

How far the United Kingdom will be able to move
forward on this ambitious assessment plan that
requires so much teacher time is still under debate.
However, the close tie to the national curriculum
strengthens the likelihood that the SATs will be
maintained as centerpieces for assessment.

Finally, some countries are experimenting with
the use of portfolios for large-scale testing activities,
and many are looking to the United States for
guidance in this field. Because the United States is
widely respected as a leader in psychometric design,
many other countries are watching with interest how
we match psychometric rigor to the development of
performance assessment techniques.

Policy Issues in Performance
Assessment

Various direct methods of assessing performance
have long been used by teachers as a basis for
making judgments about student achievement within
the classroom. Teachers often understand intuitively
their own potential for errors in judgment and the

Mcenter for ~l~en md lkchnology, op. cit., foo~ote  5, P. 8.

5TNatio~  Fo~&tion for Educatiod Rese~c~ishop &osseteste  CoIlege, L~co~ Consortim  The Pjlot study of Standard Assessment Tasksfor
Key Stage l-part 1: Main Text& Comparability Studies (Berkshire, England: March 1991), p. 10, emphasis added.
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ways in which student performance can vary from
day to day. As a result they use daily and repeated
observations over time to formulate judgments and
shape instruction. An error in judgment on one day
can be corrected or supplanted by new observations
the next.

The stakes are raised when testing is used for
comparisons across children, classrooms, or
schools, and when test results inform important
decisions. As noted by several experts in test design
and policy: 

. . . . when direct measures of performance take on
an assessment role beyond the confines of the
classroom--portfolios passed on to next year’s
teacher, district wide science laboratory tasks for
program evaluation, or state-mandated writing as-
sessments for accountability are just a few examples--
whatever contextual understanding of their fallibility
may have existed in the classroom is gone. In such
situations, a performance assessment, like any other
measurement device, requires enough consistency to
justify the broader inferences about performance
beyond the classroom that are likely to be based on
it. Most large-scale performance assessments are
being proposed today for fundamentally different
purposes from those of classroom measurement,
such as monitoring system performance, program
and/or teacher evaluation, accountability and broadly
defined educational reform. Even though none of
these uses typically involves scores for and decisions
about individual students, each is a high stakes
application of an educational measurement to the
extent that it can effect a wholesale change in a
school program affecting all students.58

The feasibility and acceptance of the widespread
use of performance assessment by policymakers
must rest on consideration of a number of important
issues. In addition, the purpose of a particular test
will, in large part, determine the relative importance
or weight that should be given to each of these
issues.

Standardization of Scoring Judgments

One of the first concerns about the applicability of
performance assessment to large-scale testing is the
extent to which human judgment is required in
scoring. Variability across judges and potential for
bias in scoring could create impediments to using
these methods for high-stakes testing. For scores to

yield meaningful inferences or comparisons, they
must be consistent and comparable. A student’s
score should reflect his or her level of achievement,
and should not vary as a function of who is doing the
judging. A key feature of performance assessment is
the complexity of judgment needed for scoring;
however, this very complexity, some suggest, may
be a barrier to its widespread implementation in
situations where comparability matters.

For performance assessment to fulfill its promise,
it must meet challenges regarding reasonable stand-
ards for reliable scoring, whether this scoring is done
by individuals, teams, or by machines programmed
to simulate human judgment. This is an area where
test publishers have experience and expertise to offer
school districts and States considering performance
assessments. As noted above, Arizona has hired the
Riverside Publishing Co., in part because of experi-
ence with the Arizona educators and their curricu-
lum and past testing activities (the Iowa Tests of
Basic Skills and the Tests of Achievement and
Proficiency programs), but also because the publish-
ers claim expertise in field testing items or tasks and
providing scales that meet previous standards for
reliability.

Because there has been considerable research by
curriculum experts and the research community on
developing and scoring essays and writing assess-
ments, they present a model that students, teachers,
and the general public can appreciate. Scoring has
been made more systematic and reliable by a number
of procedures. Scoring criteria are carefully written
to indicate what constitutes good and poor perform-
ance; representative student papers are then selected
to exemplify the different score levels. Panels of
readers or scorers are carefully trained until they
learn to apply the scoring criteria in a manner
consistent with other readers. In most large-scale
writing assessments, each essay is read by two
readers. When significant scoring discrepancies
occur, a third reader (often the ‘‘team leader’ reads
and scores the essay. Various scoring systems can be
employed from holistic (a single score is given for
the quality of the writing) to more fine-grained
analytic scores (each essay is rated on multiple
criteria). Table 7-1 presents an example of one
analytic scoring system that focuses on rating five
aspects of the student’s writing: organization, sen-

~Step~n  ~b~, D~el Kore@ and H.D. Hoover, “Quality Control in the Development and Use Of Perfo rmance  Assessments,’ paper presented
at the annual meeting of the National Council on Measurement in Education, Chicago, IL, April 1991, p. 1.
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Table 7-l-Criteria for Analytical Scoring

Scale:

Organization:

1 2 3 4 5
I I

Little or nothing is written. The
essay is disorganized, incoherent,
and poorly developed. The essay
does not stay on the topic.

Sentence structure: The student writes frequent      r  un-
ons or fragments.

Usage: The student  makes frequent errors
in word choice and agreement.

Mechanics: The student makes frequent errors
in spelling, punctuation, and capi-
talization.

Format: The format is sloppy. There are no
margins or indentations. Handwriting
is inconsistent.

The essay is not complete. It lacks
an introduction, well-developed
body or conclusion. The coher-
ence and sequence are attempted,
but not adequate.

The student makes occasional er-
rors in sentence structure. Little
variety in sentence length or struc-
ture exists.

The student makes occasional er-
rors in word choice or agreement.

The student makes an occasional
error in mechanics.

The handwriting, margins, and in-
dentations have occasional lncon-
sistencies--no title or inappropriate
title.

The essay is well-organized. It
contains an introductory support-
ing and concluding paragraph. The
essay is coherent, ordered logi-
cally, and fully developed.

The sentences are complete and
varied in length and structure.

The usage is correct. Word choice
is appropriate.

The spelling, capitalization, and
punctuation are correct.

The format is correct. The title is
appropriate. The handwriting,
margins, and indentations are
consistent.

SOURCE: Adams County School District No. 12, Northgienn,  CO.

tence structure, use of language, mechanics, and
format.

In the California Assessment Program’s writing
assessments, essays and answers are read by a single
reader, but there are a variety of techniques used to
maintain consistency of grading. Marked papers
already read are circulated back into the pile to see
if they get the same grade again; the table leaders
randomly reread papers to make sure that readers are
consistent; examples of graded papers are kept
available for comparison as ‘‘anchors. ’ Using these
techniques, the inter-rater reliability for the CAP
writing assessment is about 90 percent in a single
year, although less high for the same question across
years. This remains an unsolved problem for CAP
and other States and districts using group grading if
they want to make longitudinal comparisons.59

Other scoring questions related to design have yet
to be solved. One of these is the time allotted for
producing a composition. A 15-minute essay, with
no chance for revision, may not be a true test of the
kind of writing that is valued. Thus, testing time
affects how reliably the writing sample reflects
writing skill. Additionally, specifying scoring cri-
teria and rating scale format are no easy matters.

Although research has recently provided some
empirical analysis of the features of writing that
distinguish skilled from unskilled writing, some
suggest that the criteria applied to a particular
assessment may represent arbitrary preferences of
the group designing the scale. It is difficult but
necessary to come to a consensus on these issues.

Photo uedit: Edudionai  Testing Service

Essays and writing samples can be graded consistently
if teachers are trained to apply scoring criteria based

on common standards. In this example, the Educational
Testing Service has assembled experienced teachers to

read and score essays written by students across the
country on their Advanced Placement examinations.

sg~tchell  and Stempel,  op. cit., footnote 2.
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Policy Implication

Writing assessments, essays, and courses like AP
studio art have a proven track record of assessing
performance in a standardized and reliable fashion.
Whether these same procedures for obtaining con-
sistency in scoring can be applied to other forms of
performance assessment (e.g., portfolios, exhibi-
tions, oral examinations, and experiments) is as yet
largely unexplored. Moreover, although inter-rater
reliability is relatively high (for judging essays), it
still contains some variation that may add error to
scores. What degree of error in measurement is
acceptable depends, in part, on the purposes of the
test. Careful development of scoring criteria and
intensive training of judges are key to establish-
ing consistency of judgment.

General inability of Scores: Are the Tests
Valid Estimates of What Students Know?

Most students, current and former, can remember
taking an essay test and feeling ‘lucky’ because the
questions just happened to hit topics they knew well;
a high score, perhaps higher than their study and
knowledge actually deserved, was the result. More
likely, they remember the time they “bombed” on
a test, unjustly they felt, because the essays covered
areas they had not understood or studied as well. One
of the advantages of item-based tests is that a large
number of items can be given in a limited amount of
testing time, thereby reducing the effect of a single
question on the overall score.

When only a few tasks are used there is a much
higher risk that a child’s score will be associated
with that particular task and not generalize to the
whole subject area that the test is meant to cover.
Writing assessment provides a particularly good
example of the problem of generalizing results from
a single question. In many cases a 30-minute essay
test is given to students in order to estimate
something about their overall ability to write well.
However, a number of different kinds of writing

tasks can be given. The National Council of Teach-
ers of English lists five methods of communication
in writing--narrating, explaining, describing, re-
porting, and persuading-that provide the frame-
work for much of the classroom instruction in
writing. 60 When tests are given, the essay question
(or prompt) can be in any of these modes of dis-
course.

Two kinds of information are needed to make
essay test results generalizable. First, would two
different essays drawn from the same mode of
discourse result in the same score? Results of several
studies cited in a recent review suggest that agree-
ment between two essays written by the same child
in the same writing mode is not very high (reliability
scores range from 0.26 to 0.46).61 Second, are scores
for essay prompts from different modes of writing
similar? For example, if a student is asked to write
a narrative piece, will the score for this prompt be
similar to a score the same child receives for writing
a persuasive piece? Results of several investigations
of writing assessments indicate that correlations
across tasks are low to moderate.

Other factors such as the topic of the essay, the
time limit, and handwriting quality have been shown
to affect scores on essay tests.62 Preliminary results

suggest that a number of tasks would need to be
administered to any given child (and scores aggre-
gated across tasks) before a sufficiently high level of
reliability could be achieved to use these tests for
making decisions about individuals. One investiga-
tion of these issues has suggested that six essays,
each scored by at least two readers, would be needed
to achieve a level of score reliability comparable to
that of a multiple-choice test.63

One of the particular problems faced by perform-
ance assessment is that of substantiating that similar
generalizations to the whole domain can be made on
the basis of a few tasks. Very little research exists
that can shed light on the extent to which different
performance assessment tasks intended to assess the

60A.N.  H,ieronpu and H.D. Hoover, University of IOWA Writing: Teachers Guide, Iowa Tksts of Basic Skills, Levels 9-14 (Chicago, IL: Riverside
Publishing Co., 1987).

61D~~et  ~.,  op. Cit., foo~ote  58. sw aISO peter L, Cooper, The Assessment of Wn”ting Ability: A Review ofResearch, ’ GRE Bo~d  resemch repofl
GREB No. 82-15R (Princeton, NJ: Educational lksting Service, May 1984).

6~Wpr, op. Cit., foo~ote  61”

63H.M. Brelmd, R. Crop, RJ. Jones, MOM. Morns, ~dD~.  Roe~  ‘ ‘Assess@ W1-iting Skill, ” re~chmono~h  No. 11, prepared for the College
Entrance Exarnma‘ tion Board, 1987, cited in Wayne Patience and Joan Auchter, “Monitoring Score Scale Stability and Reading Reliability in
Decentralized Large-Scale Essay Scoring Programs,” paper presented at the annual meeting of the National Tx@ Network in Writing, Montreal,
Cana~  Apfi 1989.
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same set of skills produce similar scores. Data from
writing assessments suggest, for example, that a
child who produces a superior essay in one format
may write only a mediocre one on a different day in
a different format.

The issue of generalizability--whether a child’s
performance on one or two tasks can fairly represent
what he or she knows in that area-is an important
one that greatly influences the conclusions that can
be made from tests. Establishing generalizability is
particularly critical if a test is going to be used to
make decisions about individual students. Again the
experience of writing assessment offers important
lessons for other forms of performance assessment:

It has long been known that neither an objective test
nor a writing sample is an adequate basis for
evaluation of an student, whether for
purposes of placement, promotion or graduation.
[One author] . . . noted that a reliable individual
evaluation would require a minimum of four writing
samples, rated blindly (i.e., without knowledge of
the student’s identity) by trained evaluators. It is a
continuing scandal of school testing programs that
patently inadequate data are used for placement and
categorization.64

Policy Implications

Issues of task generalizability present an impor-
tant challenge to policymakers and test developers
interested in expanding the uses of performance
assessment. If individual scores are not required,
however, sampling techniques can mitigate these
issues. For example, many large-scale assessments
of writing administer multiple prompts in each mode
but each individual child only answers one or two of
a larger number of prompts. The large number of
children answering any one prompt, however, al-
lows generalizable inferences to be made within and
across modes about levels of writing achievement
for students as a whole. The use of sampling
techniques can allow policymakers and administra-
tors to make generalizable inferences about schools

or districts without having to administer prohibi-
tively long or costly tests to every student (see box
7-I).

costs

The costs of performance assessment represent a
substantial barrier to expanded use. Performance
assessment is a labor-intensive and therefore costly
alternative unless it is integrated in the instructional
process. Essays and other performance tasks may
cost less to develop than do multiple-choice items,
but are very costly to score. One estimate puts
scoring a writing assessment as 5 to 10 times more
expensive as scoring a multiple-choice examina-
tion, 65 while another estimate, based on a review of
several testing programs administered by ETS,
suggests that the cost of assessment via one 20- to
40-minute essay is between 3 to 5 times higher than
assessment by means of a test of 150 to 200
machine-scored, multiple-choice items.66 Among
the factors that influence scoring costs are the length
of time students are given to complete the essay, the
number of readers scoring each essay, qualifications
and location of readers (which affects how much
they are paid, and travel and lodging costs for the
scoring process), and the amount of pretesting
conducted on each prompt or question. The higher
these factors, the higher the ratio of essay to
multiple-choice costs. The volume of essays read at
each scoring session has a reverse impact on
cost—the greater the volume, the lower the per item
cost.67

Is performance-based assessment worth the sig-
nificantly higher direct costs of scoring? First, it is
important to recall that high direct costs may
overestimate total costs if the indirect costs are not
taken into account. As explained in chapter 1,
comparison of two testing programs on the basis of
direct costs alone is deceiving. Because performance
assessment is intended to be integrated with instruc-
tion, its advocates argue that it is less costly than it

as~or, ~p. ~it., fmmote  ~. me author  refem~  to is palll Diederich,  Afeasurz”ng Growth in Engfish  (Urbana, ~: National Council  of ‘Rachers  of
Englis~  1974),

ssJohn Fremer,  “What Is So Real About Authentic Assessment?” paper presented at the Boulder Conference of State lksting Directors, Boulder,
CO, June 10-12, 1990.

~~e tesfig  pro~w reviewed included: “. . . the Advanced Placement Program, several essay assessments we operate for the state of California,
the College Level Exarnination program, the Graduate Record Exam, NAEP, the National Tkacher  Exarnimm “on Programs, and the English Composition
lkst  with Essay of the Mmissions  T&sling program. . . .“ Penny Engle, Educational TMing Service, WashingtorL  DC, personal communication% June
101991. Multiple-choice tests are scored for $1.20 per student; in contras~  scoring of the Iowa ‘Iksts of Basic Skills writing test costs $4.22 per student.
Frederick L. FinclL vice president, The Riverside Publishing Co., personal communication, March 1991.

67 Eng]e, op. cit., fOOmOte ‘.
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Box 7-1—Assessing Hands-On Science Skills

The National Science Foundation has supported a research project that attempts to explore reliability,
transferability, and validity issues affecting performance tasks for large-scale science assessments.1 The researchers
first developed three different hands-on laboratory tasks for children  to solve. Each requires students to conduct an
experiment and manipulate equipment. In the  “PaperTowels" experiment, students had to determine which of three
kinds of paper towels soaked up the most water. The second task required students to figure out the contents of a
number of “mystery boxes” containing wires, batteries, and/or light bulbs. The third assessment had students
determine what kinds of environments sow bugs prefer (e.g., dark or light, dry or damp). Students were observed
by experts while they performed  the experiments; the experts scored students according to the procedures they used
as well as the findings of the investigation.

Evidence about the validity of these measures was obtained by giving the participating students a traditional
multiple-choice standardized test of science achievement, in order to compare the scores they obtained on their
hands-on experiments with the scores received on multiple-choice tests. In addition, the performance of students
who had been taught using a hands-on approach to science was compared to those studying under a more traditional
approach.

Results provide some encouragement and some warnings. Among the findings of these initial development
efforts with fifth and sixth graders were the following:

● Hands-on investigations can be reliably scored by trained judges.
. Performance on any one of the tasks was not highly related to that on the others. A student could perform

well on one hands-on task and quite poorly on another. This suggests that a substantial number of tasks will
be needed unless matrix  “ sampling can be used

● Hands-on scores were only moderately related to student’s scores on the traditional multiple-choice science
test, suggesting that different skills are being tapped.

● Students who had been taught with a hands-on approach did better on these tasks than did students from a
traditional science classroom, suggesting that the tests are sensitive to classroom instruction.

INCM J. s~ve~q m P. Baxter, Jerome Pine, and Jennifa Yure, “New lbdmologies  fm ~e-Sde Se Asws=@:
Instruments of Bducationai  RefQ” symposium presented at b annual  meeting of the Am&au Educational Research Assoaah“ “Om Chicago,
II+ April 1991.

appears. Resolution of this issue requires agreement when teachers gather to discuss what distinguishes
on the degree to which any given - testing options
under consideration are integrated with regular
instruction.

Second, although a performance assessment may
provide less data than a typical multiple-choice test,
it can provide richer information that sheds light on
student capacities not usually accessible from multiple-
choice tests. Even in an externally scored writing
assessment, for example, teachers can gain insight
into students’ writing difficulties by looking not just
at the raw scores, but at the writing itself. Similarly,
some outcomes that cannot be measured on multiple-
choice tests (e.g., ability to work cooperatively in a
group) can be assessed in performance tasks.

Finally, many educators maintain that the staff
development that accompanies performance assess-
ment is in itself a valuable byproduct. For example,

a weak piece of writing from an acceptable or an
excellent piece of writing, they learn from one
another and internalize the teaching standards.

The major problem in approaching an analysis of
the costs of performance assessment is a lack of a
common base for the information. When the Council
of Chief State School Officers compiled a chart of
performance assessments in the States in order to
make comparisons, they asked for reporting under
the category of “costs.” As the data came in, the
numbers fluctuated dramatically, because different
respondents thought of costs differently: some
reported costs of development ($2 million in one
case), some costs of administration ($5 per student),
and some combined them. In the end, the researchers
decided to eliminate the question altogether because
it could provide no meaningful information and
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Hands-on assessments like this are costly in time, equipment, and human resources. Because of this, these
investigators also sought “surrogate tasks” that might provide much of the information obtained from hands-on
tasks but at considerably lower cost. To this end they created the following surrogates for the three experiments,
listed in order of “conceptual verisimilitude” (similarity to the hands-on experiments):

● laboratory notebooks students kept as a record of their experiments;
● computer simulations;
● short-answer, paper-and-pencil questions based on the experiments; and
● multiple-choice items based on the hands-on procedures.
The researchers then examined the extent to which these various surrogates were exchangeable for the

hands-on benchmark tasks. If simpler, less costly methods can provide the same information, why not use them?
Preliminary findings from these investigations suggest the following:

● Laboratory notebooks provide the best surrogate for the hands-on investigation and can acceptably be used
in lieu of direct observation.

. In the computer simulations, the computer saved all the child’s moves, so they could be replayed and scored
by the evaluator. The average time required for grading was about one-tenth of that needed for observing
hands-on investigations-suggesting that computer simulations can offer a big savings in skilled personnel
time.

. Neither the computer simulation nor the paper-and-pencil measures appeared to be adequate substitutes for
the benchmark hands-on procedure. The computer simulation showed considerable variability for individual
students-some individuals appear to do very well on this type of test while others do not.

● The students enthusiastically participated in the hands-on procedures as well as the computer simulations.

As investigators throughout the country begin to develop new performance assessments, they will need to
collect data like this in order to evaluate the technical quality of their new measures. As one of the investigators
involved in the above study concludes: “. . . these assessments are delicate instruments that require a great deal of
piloting to fine tune them.”2 Because so many investigators are experimenting in uncharted testing and statistical
territories, research support will be needed to encourage the collection of test data and the dissemination of results
so that others can learn from data that are innovative, instructive, and yet costly to obtain.

z~c~ J. s~ve~~  ‘CA~~tic A~ssment: ~ ~etoric ~d tie R~~,” paper presented  at a symposium at tie Ztlltllld IX@@

would require extensive explanation no matter what
it included.68

In light of these uncertainties about the relative
costs of testing programs, some school systems are
striving for improved definitions and better cost
data. In California, for example:

The lead consortium is required to develop a
cost-benefit analysis of existing vs. various types of
alternative assessment for consideration by the
California Department of Education and the State
Board of Education. The cost-benefit analysis should
consider payoffs, tradeoffs and advantages or disad-
vantages of alternative vs. existing assessment
practices. The testing costs of alternative assess-
ments, especially the staff development component,
should be considered as a part of overall curriculum

costs. Teachers’ renewed motivation and commit-
ment to the Curriculum Frameworks should be
viewed as a major element in the cost-benefit  analy-
sis.69

Policy Implications

In considering the costs of performance assess-
ment, policymakers may wish to adopt a more
inclusive cost-benefit model than has typically been
considered for testing. Benefits in the areas of
curriculum development and teacher enhancement
(staff training) may offset the higher costs associated
with performance assessment. However, little data
has been collected to date; a broader and deeper
analysis will be required before judgments can be
made.

@~@he~  ~ Stefnpel, op. cit., footnote 2, p. I 1.

@C~ifo~a ~p~ent of E.ducatioU  California Assessment Pro~arw ‘‘Request for Applications for the Alternative Assessment Pilot Project’
unpublished documenti  1991.
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Fairness

There has long been a concern about the effect of
background factors such as prior experience, gender,
culture, and ethnicity on test results. Achievement
tests, for example, need to eliminate the effect of
background factors if they are to measure learning
that has resulted from instruction. A combination of
statistical and intuitive procedures have been devel-
oped for conventional norm-referenced tests to
eliminate or reduce background factors that can
confound their results. Little is known, however,
about how background factors may affect scores on
performance assessments.

In addition, judgments about fairness will depend
a great deal on the purposes of the test and the
interpretations that will be made of the scores. For
example, on a test that has no significant personal
impact on a student, such as the National Assess-
ment of Educational Progress, it is reasonable to
include problems that require the use of calculators
even though student access to calculators may be
quite inequitable. On the other hand, equitable
access would be an important consideration if the
assessment were one that determined student selec-
tion, teacher promotions, or other high-stakes out-
comes .70

Performance assessments could theoretically lead
to narrowing the gap in test scores across those who
have traditionally scored lower on standardized
multiple-choice achievement tests. By sampling
more broadly across skill domains and relying less
heavily on the verbal skills central to existing
paper-and-pencil tests, proponents hope that these
differences might be minimized. Performance as-
sessments, by providing multiple measures, may be
able to give a better and therefore fairer picture of
student performance.

On the other hand, performance assessments
could exacerbate existing differences between
groups of test takers from different backgrounds.

Some minority group advocates, for example, fear
that tests are being changed just when students from
racially diverse backgrounds are beginning to suc-
ceed on them. They worry that the rules are being
changed just as those who have been most hurt by
testing are beginning to learn how to play the game.

The President of the San Diego City Schools
Board of Education voiced the apprehensions of the
minority community:

We have a long way to go to convince the public
that what we’re doing is in the best interests of
children. . . . When we talk about the issue of equity,
the kind of assessments we’re talking about require
much more faith in individuals and the belief that
people can actually apply equity in testing. Most of
the time with a  normed test you think of something
that has some subjectivity in the development of the
instrument, but then in the final result you know
what the answer is. When you start talking about
some of the assessments we’re doing--portfolios--
it’s all subjective.71

Research on the effects of ethnicity, race, and
gender on performance assessment is extremely
limited. Most existing research has explored group
differences on essay test scores only. Moreover,
almost all the subjects in this research were college-
bound students, limiting its generalizability consid-
erably. Results of studies that examine the perform-
ance of women relative to men suggest that women
perform somewhat better on essays than they do on
multiple-choice examinations. 72

Studies that report results for different minority
groups are even more scarce. Results are mixed but
tend to suggest that differences on multiple-choice
tests do not disappear when essays are used. For
example, data from NAEP indicate that black/white
differences on essays assessing writing were about
the same size as those observed on primarily
multiple-choice tests of reading comprehension.73

Similarly, adding a performance section to the
California Bar Examination in 1984 did not reduce

%obert L@ Eva Baker, and Stephen Dunbar, “Complex, Performance-Based Assessment: Expectations and Wlidation Criteri~”  Education/
Researcher, in press.

71S~I~ Webr, remarks  at Ptmasonic Partnerships Conference, Santa Fe, m June 1990, cited in Mitchell and Stempel,  op. cit., footnote 2,
California Assessment Program Case Study, p. 15.

~H.M.  Brel~d and P.A. Griswol~  Group Compan”son for Basic Skills Measures @Jew  York NY: college  Entrance Examina tion Board 1981);
Cooper, op. cit., footnote 61; S.B. Dunbar, “Comparability of Indirect Assessment of Writing Skill as Predictors of Writing Perforrnance  Across
Demographic Groups,’ unpublished manuscript, July 1991; Brent Bridgernan  and Charles hwis, ‘‘Predictive Wlidity of Advanced Placement Essay
and Multiple Choice Examinations,’ paper presented at the annual meeting of the Nationat Council on Measurement in Educatio~  Chicago, IL, April
1991; and Traub and MacRury,  op. cit., footnote 29.

TsCited iII Lfi et al., op. cit., fOO~Ote  70.
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the difference in passing rates between blacks and
whites. On the contrary, some studies have sug-
gested that ethnic group differences actually in-
crease with essay examinations.74

On the other hand, another study showed that
minority college students in California actually
performed better on tests that were direct measures
of writing ability (the California State University
and Colleges English Placement Test Essay Test or
EPT) than on a multiple-choice test of English usage
and sentence correction (the 50-question, multiple-
choice formatted Test of Standard Written English
or TSWE). In this study, score distributions on the
TSWE and the EPT were similar for white students.
Among African-American, Mexican-American, and
Asian-American students, however, the two tests
generated different score distributions. For these
groups, the TSWE rendered a much more negative
judgment of their English proficiency than the
E P T .7 5

Policy Implications

Because of the limited research on the differing
subgroup performance on new assessment in-
struments, Congress and other policy makers
should approach these changes with caution. Data
on the impacts of performance assessment on
varying groups is needed in considering extension to
more high-stakes applications. Careful planning,
including representatives of groups traditionally
negatively affected by testing, will be required in
developing, administering, and scoring performance
assessments for school accountability, student certi-
fication, or other selection purposes.

Role of Teachers and Teacher Training

In performance assessment, the role of the teacher
in administering and scoring tests is much greater
than with multiple-choice tests. Although some
performance assessments still rely on outsiders to
conduct the scoring of papers, in the future, class-

room teachers are likely to have greater responsibil-
ity.

Although teachers observe performance all day,
most have not been involved in defining and
determining  standards of performance common to
those of their colleagues. In Sweden and several
other countries a process called “moderation’
refers to the development of a standardized scoring
approach among multiple teacher readers. The
procedure is similar to scoring of the Advanced
Placement tests and other examinations r e l y i n g  o n
panels of scorers. It requires an intensive effort to
agree on standards of performance. How does
excellent work vary from that which is only fair or
is not acceptable at all? This process is based on a
shared understanding of curriculum, respect for
teacher judgment, compromise, shared values, and a
strong dose of common sense. This may be easier to
manage in those countries where there is a common
curriculum and a more homogeneous teaching
population that has been prepared under a central
system of teacher training institutions. It is not clear
that this can be adopted in the U.S. system. One
educator suggested: ‘‘If we can trust our teachers to
teach, we should be able to trust them to assess
students. ’76

Teachers in this country receive little formal
training in assessment. A recent survey found that
fewer than one-third of the States require new
teachers to have demonstrated competence in educa-
tional measurement.77 A survey of the six States in
the Pacific Northwest reported that only Oregon
explicitly requires assessment training for certifica-
tion. 78

One reason for the neglect of assessment training
may be the assumption on the part of educators that
the quality of assessments in the classroom is
assured from outside the classroom; that is, most
assessment is “teacher proof,” beyond the control
of the teacher.79 Textbooks come with their own

TQBre]~d  ~d (h-iswold, op. cit., foomote  72; Dunbar, op. cit., foomote  72; ha Mull~, “Use of Alternative Assessment in National Assessments:
The American Experience, ” paper presented at the Office of Educational Research and Instruction conference on the Promise and Peril of Alternative
Assessment, Washington, DC, Oct. 30, 1990.

TsEdward M. white  and hon L. Thomas, ‘‘Racial Minorities and Writing Skills Assessment in the California State University and Colleges, ’ College
English, vol. 43, No. 3, March 1981, pp. 276-283.

76Jack Webhr,  tacher, s~~~ Smiti  Elemen~ school, Redmond, WA, persord  communicatio~ 1991.

m“~sting,”  Education Week, vol. 10, No. 27, Mar. 27, 1991, p. 9.
78 Ric~d J. Stiggins, “Teacher Training in Assessment: Overcoming the Neglec4°  Teacher Training in Assessment, vol. 7 in the Buros Nebraska

Symposium in Measurement and T5sting,  Steven Wise (cd.) (New York, NY: L. Erlbaum  Associates, in press).
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worksheets and quizzes, unit tests, and even compu-
terized test items, so teachers feel little responsibil-
ity for developing their own. Yet many of these
text-embedded tests and quizzes are in fact devel-
oped in the absence of quality control standards.
Furthermore, the tests that teachers know will be the
ultimate judge of student proficiency are seen as
beyond the teacher’s responsibility. Finally, the
courses on testing are often seen as irrelevant to the
classroom. 80 There is very little treatment of assess-
ment as a teaching tool. Teachers regularly use
assessments to communicate achievement expecta-
tions to students, using assignments both as practice
and as assessments of achievement, involving stu-
dents in self and peer evaluation to take stock of their
own learning with practice tests. This important area
is neglected in teacher training.81

The inservice training situation is not much
different. 82 However, if standard teacher courses in
measurement are irrelevant, there is no reason to try
to get more teacher candidates or practicing teachers
to take them. On the other hand, if teachers are
trained in new curriculum frameworks that have
been the basis for much of the move to performance
assessment, the techniques of teaching and assessing
should be taught as a whole. This is the approach
being taken in California, Arizona, and Vermont,
and envisioned for Kentucky.

Technology can be a means to fast and efficient
delivery of teacher training, as in Kentucky, where
the educational television network provides satellite
downlinks to every school in the State, making it
possible to get the word out to all teachers simultane-
ously. And, if administrators are to understand the
role of assessment in curricular change, and be able
to communicate with the public about school
attainment of intended outcomes, they too need
training in changing methods and goals of classroom
and large-scale assessment.

Policy Implications

If performance assessment is given a larger
role in testing programs around the country,

teachers will need to be involved in all aspects:
designing tasks, administering and scoring tests,
and placing test results into context. Teacher
training will need to accompany these efforts.
Redesigning the tests will not change teaching
unless teachers are informed and involved in the
process. The tests themselves could block educa-
tional progress unless classroom teachers are given
a larger sense of responsibility for them.

Research and Development: Sharing
Experience and Research

Performance assessment has been spurred primar-
ily by State Departments of Education as they
endeavor to develop tests that better reflect their
particular curricula goals. Yet there are many
common goals and concerns that have led them to
come together to share experience with each other.
In an effort to encourage the development of
alternative methods of assessment, the U.S. Depart-
ment of Education has supported the development of
a State Alternative Assessment Exchange. The goal
is to create a database of new forms of assessment,
develop guidelines for evaluating new measures,
and help prevent States from making costly mis-
takes. This collaborative effort, led by the De-
partment’s Center for Research on Evaluation,
Standards, and Student Testing (CRESST) and the
Council of Chief State School Officers, is aimed at
facilitating development work, not at creating a new
test.

The National Science Foundation (NSF) has also
played an important role in supporting research
leading to new approaches to assessment in mathe-
matics and the sciences. NSF supported NAEP in the
development and pilot testing of hands-on assess-
ment tasks in mathematics and science. Several of
these tasks were adopted by the State of New York
for their hands-on science skills test for fourth
graders. More recently, NSF has committed $6
million for 3 years to support projects in alternative
assessment approaches in mathematics and science.

-id.

‘lIbid., p. 8.
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Assessment research remains a small part of the
overall Department of Education research budget.

Greater effort should be directed toward monitor-
ing the development of performance assessment and
sharing information about models and techniques to
facilitate implementation, prevent duplication of
effort, and foster collaboration.83

Policy Implications

Because performance assessment is at a devel-
opmental stage, encouraging States and districts
to pool experience and resources is an appropri-
ate policy goal. Expanding research and comparing
results requires a thoughtful atmosphere and ade-
quate time. Although States are making progress in
redesigning testing to serve educational goals,
pressures for quick implementation of low-cost tests
could present a barrier to this goal. Commitment to
research projects and careful weighing of outcomes
is essential to an improved testing environment.

Public Acceptance

One of the greatest problems with tests is the
misuse of data derived from them. There is no reason
to believe this would not also be true with perform-
ance assessment.

Because performance assessments aim to provide
multiple measures of achievement, it may be diffi-
cult for parents, politicians, and school officials to
understand its implications. The public has grown
familiar with test results that rank and compare
students and schools; it may be difficult to appreci-
ate the information derived from tests that do not
follow this model. Some attempts are being imple-
mented to improve public understanding of the goals
and products of performance assessment, through
such vehicles as public meetings. But it is not easy.
The press may be among the most difficult audi-
ences to educate, since simple measures and statis-
tics, ranking and ordering, and comparing and listing
winners and losers makes news. Nevertheless, they
may be the most important audience, since so much
of the public’s awareness of testing comes from
press reports.

Policy Implications

Policymakers need to carefully consider the
importance of keeping the public and press
aware of the goals behind changing testing
procedures and formats and the results that
accrue from these tests. If not, there is a strong
likelihood of misunderstanding and
could affect the ability to proceed
goals.

A Final Note

impatience that
with long-term

Writing assessment is up and ruining in many
States. Although careful development is needed and
issues of bias and fairness need attention, this
technology is now workable for all three major
testing functions.

Other methods of performance assessment (e.g.,
portfolios, exhibitions, experiments, and oral inter-
views) still represent relatively uncharted areas.
Most educators who have worked with these tech-
niques are optimistic about the potential they offer
for at least two functions-testing in the classroom
for monitoring and diagnosing student progress, and
system monitoring through sampling. However,
much research is needed before performance tasks
can be used for high-stakes applications where
students are selected for programs or opportunities,
certified for competence, and placed in programs
that may affect their educational or economic
futures. Some of this research is now under way for
tests used for professional certification (see ch. 8),
but much more research support is needed for
understanding the implications in elementary and
secondary schooling. Finally, even the most enthusi-
astic advocates of performance assessment recog-
nize the importance of policies to guard against
inappropriate uses. Without safeguards, any form of
testing can be misused; if this were to happen with
performance assessment, it could doom a promising
educational innovation.

gsJoe B. H~en and Walter E. Hathaway, “A Survey of More Authentic Assessment Practices,” paper presented at the National Council for
Measurement in Education/National Association of ‘Ikst Developers symposium, More Authentic Assessment: Theory and Practice, Chicago, IL, Apr.
4, 1991.
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Information and data processing technologies have played a critical role in making existing modes of
testing more efficient. The combination of the multiple-choice item format and machine scoring
technologies has made it possible for massive numbers of students to be tested all through their
educational careers.
By and large, computers and other information technologies have not been applied toward
fundamentally new ways of testing. However, advances in computers, video, and related technologies
could one day revolutionize testing.
Computer-based testing and computer-adaptive testing can have several advantages over conventional
paper-and-pencil tests. They are quicker to take and score, provide faster feedback, and reduce errors
due to human scoring and adminis tration. Some computerized tests can hone in on students’
achievement levels much more quickly and accurately than conventional tests.
Cutting-edge technology could push tests well beyond the existing paper-and-pencil formats.
Structuring and presenting complex tasks, tracking student cognitive processes, and providing rapid
feedback to learners and teachers are promising avenues for continued research and development.
Computerized testing also has drawbacks. It may introduce new types of measurement errors, place
students who lack familiarity with computers at a disadvantage, make it harder for students to skip or
review questions, raise new privacy issues, and create questions of comparability when students take
essentially “personalized” tests.
Realizing the full potential of new testing technologies will require continued research, and better
coordinated research, in the fields of learning theory, computer science, and test design.

Information and data processing technologies
have had a powerful influence on educational
testing. The invention of the multiple-choice item
format, coupled with advances in machine scoring,
made possible the efficient testing of millions of
children at all stages of their education. But these
efficiency attributes of machine-based scoring and
reporting also raised serious concerns: from the
earliest days of application of these technologies,
critics lamented the loss of richness in detail that had
been a feature of open-ended questions scored by
human judges, and contended that machine-scored
tests encouraged memorization of unrelated facts,
guessing, and other distortions in teaching and
learning.

Multiple-choice items and machine scoring of
tests brought a revolution in student assessment.
And, not surprisingly, once the technology became
an entrenched feature of school life, there began a
70-year period of gradual evolution: as information
and data processing technologies become more
powerful and sophisticated, they continued to influ-
ence educational testing, but the applications have

principally improved automation of the basic test
designs initiated at the turn of the century. There has
been relatively little exploration of how the technol-
ogy might open altogether new approaches to
student assessment. Today, however, some experts
believe a new revolution is in the making: they
contend that the increasing power and flexibility of
personal computers, video, and telecommunications
could move testing well beyond what paper-and-
pencil testing can accomplish.

The purpose of this chapter is to examine the state
of the art of information technologies in testing,
consider policy initiatives that could foster better
uses of current technology, and explore the possibil-
ities for wholly new paradigms of student assess-
ment, The chapter is divided into four sections. The
first provides a brief historical synopsis of technol-
ogy in testing, focusing on the combined effects of
multiple-choice and electromechanical scoring.

The second section is concerned with applications
of computers and video-related technologies to
conventional models of educational assessment. It

– 2 5 3 –
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addresses issues such as test design and construc-
tion, scoring and analysis of test results, item
banking, computer-adaptive testing, and new video
and multimedia applications.

The third section of the chapter describes the gap
between current and future models of testing, and
explores ways in which computers or other technolo-
gies could advance the development and implemen-
tation of new models.

Finally, the fourth section examines key policy
issues in developing new models of testing.

Historical Synopsis

Multiple choice made its debut in 1915 with the
Kansas Silent Reading Test, produced by Frederick
Kelly at the State Normal School in Emporia. With
modifications by psychologist Arthur Otis, multiple
choice ‘‘. . . soon found its way . . . from reading
tests to intelligence tests, ’ and made possible the
administration of the Army Alpha and Beta tests to
millions of draftees during the First World War.1

Clerks scored each test by hand, using stencils
superimposed on answer sheets. This new method of
testing transformed Alfred Binet’s individually ad-
ministered test format (called by some authors the
‘‘methode de luxe"2) into a format amenable to
group administration and the development of group
norms. According to one chronicle of this technolog-
ical change:

. . . the multiple choice question [was] . . . an
invention ingenious in its simplicity . . . [an] indis-
pensable vehicle for the dramatic growth of mass
testing in this country in the span of a few years. It
had not existed before 1914; by 1921 it had spawned
a dozen group intelligence tests and provided close
to two million soldiers and over three million
schoolchildren with a numerical index of their
intelligence; it was also about to transform achieve-
ment testing in the classroom.3

It was the Iowa testing program, under the
leadership of E.F. Lindquist, that was instrumental
in turning the twin concepts of group testing and the
multiple-choice item format into a streamlined
process for achievement testing of masses of school
children. 4 Lindquist took the first hand-scored tests
and designed a scoring key that could be cut into
strips, each strip fitting a test page, with the answers
positioned on the key to match the pupil’s responses
on the page. Later, Lindquist pursued his dream of
mechanical, and later electronic, scoring. IBM’s
prototype photoelectric machine encouraged Lind-
quist, who built his own analog computer in the
1940s. During the 1950s, he embarked with Profes-
sor Phillip Rulon of Harvard in an effort to design an
electronic scoring machine. Their basic innovation
has since become a staple of the testing industry:

. . . a specially designed answer sheet would pass
under a row of photo tubes in such a manner that each
photo tube would sense a mark in one of the boxes
on the answer sheet when illuminated by a light
source, and the pulses from this sensing would
trigger a counter cumulating a total raw score for
each test on the answer sheet; the raw score would be
converted to a standard score in a converter unit; the
standard score would be recorded by an output
printer geared to the scoring device.5

The first ‘Iowa machine’ went into production in
1955, and cost close to $200,000 (nearly three times
more than planned).6 Continuing refinements
through 1957 led Lindquist to boast that the machine
was living up to virtually all expectations. It could
now, in a single reading of an answer sheet, obtain
up to 14 separate raw scores; convert these into 20
different standard scores, percentile ranks, or con-
verted totals of the converted scores; obtain simulta-
neously as many totals and/or subtotals as the
desired combinations of counters would permit;
print and punch scores simultaneously; print or
punch both names and scores simultaneously; and

IFranz Samelson,  “Was Early Mental lksting (a) Racist Inspired, (b) Objective Science, (c)A lkchnology  for Democracy, (d) The Origin of Multiple
Choice Exams, (e) None of the Above? Mark the RIGHT Answer,” Psychological Testing and American Sociefy, 1890-1930, M. Sold (cd.) (New
Bru.nswic~  NJ: Rutgers University Press, 1987), pp. 113-127. See also ch. 3 of this report for discussion and ch. 1 for a reproduction of the cover of
the 1915 Kansas test.

%dolf Pintncr, cited in Samelso@ op. cit., footnote 1, p. 116.
~S~elso~  op. cit., footnote 1.
4FOr ~ ~omprehe~ive  ~scussion  of the histo~  of the Iowa progr~  see Julia J. Peterson, The ]owa Testing prOgWm ~Owa City. ~: university

of Iowa Press, 1983,) For discussion of the principal roles of Lewis lkrmm Edward Thomdike,  Robert Yerkes, and others in the birth of the
group-administered intelligence and achievement testing movemen~ see, e.g., Paul Chapman, Schools as Sorters: Lewis M. Terman,AppliedPgcho/ogy,
and the lnrelligence  Testing Movement, 1890-1930 (NCW  York NY: New York University Press, 1988); also see ch. 3 of this report.

5petcrson,  op. cit., fOOmOte 4, P. 91”

%id., p. 89.



Chapter 8—information Technologies and Testing: Past, Present, Future . 255

do a number of “interesting tricks” it was not
originally intended to do.

A new era of testing in American schools had
dawned. Here is how one test publisher, whose
experiences date from the earliest days of this new
era, describes the transition:

. . . [before machine scoring] most standardized tests
were hand-scored by the teachers. . . . Under that
system, tests corrected and scored by the teacher
provided opportunity for careful pupil analysis by
the teachers. In turn that analysis, pupil by pupil and
class by class, provided meaningful measures for
individualizing pupil instruction, improving instruc-
tion, reassessing the curriculum, and making appro-
priate textbook selections. Furthermore, and by no
means should this be overlooked, it gave the teacher
support beyond his or her undocumented human
judgment of pupils that by no means goes unchal-
lenged by many parents and, for that matter, pupils.
As the machine-scoring movement grew, the activi-
ties related to testing changed. Certainly, the scoring
activity left the classroom and often as not the school
system itself. Test results moved increasingly into
the hands of the administrative staff. Test specialists
were employed who were interested in an ever
broader array of derived scores to be used for many
purposes . . . the hands-on dimension for teachers
receded and in due course disappeared almost en-
tirely. 7

Current Applications of Computers
in Testing8

Design and Construction of Tests

Item Writing

Computers have many capabilities that can aid
test publishers in the efficient design and construc-
tion of standardized tests. In addition, basic word
processing, graphics, and spreadsheet programs
make it possible for State and district school
personnel, as well as individual teachers, to create
their own items or to edit items developed by others.
Editing the text of test items, selecting specific items

from a collection stored in memory, and sequencing
the test items are all substantially easier with basic
desktop computers and generic tool software.

Increasingly, however, dedicated item writing and
test construction packages have become available.
These go beyond the capacity of generic word
processing software and are intended specifically for
writing tests. For example, they can contain item
templates and special notations such as mathemati-
cal symbols not usually available with commercial
word processing software. Once the test is created on
the computer, it can then be printed out, reproduced,
and administered to students who fill in the re-
sponses in the traditional paper-and-pencil format.

Using computers to construct items is not a new
concept. Researchers in the 1960s had attempted to
develop software to facilitate the construction of
sentence completion and spelling items, but the
software was not adopted by test constructors.9 This
is explained in part by the feeling among some
experts that item writing for educational and psycho-
logical testing is more art than science, and that
computer technology routinizes what ought to be a
more fluid and creative process. Most item-writing
efforts for standardized achievement tests involve an
interplay between content specialists (teachers in the
content areas) and psychometric experts who iden-
tify item-writing flaws and examine the match
between items and objectives of the test.10

Item Banking

Increases in computer memory capacity have
made ‘‘item banks’ an important enhancement in
test construction. Large collections of test items are
organized, classified, and stored by their content
and/or their statistical properties, allowing test
developers or teachers to create customized tests.
Item banks in use today consist almost exclusively
of multiple-choice or true-false questions, although
there is some research under way on the use of
CD-ROM technology to store longer open-ended
items.11

THmoId Millm, former chairman of the Board, Houghton Mifflin Co., Inc., personal communication,  Dec. 14, 1990.

s~ls swtlon  draws on C.V. Bunderson,  J.B. Olseu  and A. Gmcn~rg, 4 ‘Computers in Educational Assessment,’ OTA contractor report, December
1990.

Wse-chi  Hsu and Shula F. Sadock, Computer Assisted Test Construction The Stare  of  the Art (Washington, DC: ERIC Clearinghouse on Tests,
Measurement, and Evaluation, American Institutes for Reseamk November 1985), p. 5.

l~Gale H. Reid, ‘‘Item Writing and Item Banking by Microcomputer: An Update, ’ Educational Measurement Issues and Practice, vol. 8, No. 3, fall
1989, p. 18.

] I see, ~g,, Jud& schw~~  and Katherine A. Via[or (eds, ), The Pn”ce of Secrecy: The Social, Inteliecfwd,  and psychologi~al  COStS  of current
Assessment Practice: A Report to the Ford Foundation (Cambridge, MA: Harvard Graduate School of Educatioq  September 1990).
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A variant on the item-bank concept is one in
which testing objectives are stored in the form of
algorithms that can be used to create individual test
items. The algorithm draws on stored data to
produce a vast number of variations on an objective.
Instructors choose the objective and specify the
number of different problems, and the computer
provides the appropriate test items (see figure 8-l).
One item bank currently on the market covers
mathematics objectives, from basic mathematics
through calculus.12 If the teacher wishes to test a
student on adding two two-digit numbers, the
objective is represented as A + B, where A and B are
whole numbers greater than 9 and less than 100. The
computer would then insert random numbers for A
and B, so that literally thousands of different items
sharing a similar measurement function can be
produced. The system can be customized to meet the
objectives of States, districts, or even specific
textbook or curriculum objectives.

Constructing standardized tests to meet the elabo-
rate and detailed test specifications of school dis-
tricts and States is a complex and time-consuming
task. Computers can help speed and streamline this
task by selecting test questions for use in a test form
to match detailed statistical and content specifica-
tions. After the computer selects test questions for
the first draft of a test form, these items can be
reviewed by test development staff, and possibly
field tested.13 Computing power greatly speeds up
this process and makes it possible for States and
local education authorities to create their own
standardized tests as well as varying forms of the
same test for multiple administrations.

Among the many applications of the item-bank
concept, a large-scale effort begun in West Virginia
in 1988 offers some useful lessons. 14 As part of a
larger effort to restructure financing in the State and
to assess learning outcomes for students, the State
purchased 1,200 copies of the testing software, one
for every school in the State, Reflecting a bottom-up
strategy, the system allows teachers to select items,
construct their own tests, print them out, copy them,
and administer them in the traditional paper-and-

Figure 8-l-Three Questions Created by
One Algorithm

1. What fraction of this figure is shaded?

2. What fraction of this figure is shaded?

3. What fraction of this figure is shaded?

B. 5/12

D. 5

B. 3

D. 7/10

B. 3

D. 1/2

SOURCE: ips Publishing, Exam in a Can  (brochure) (Weet  Lake Village,
CA: 1990).

pencil format. Score results can be analyzed and

student progress tracked through the use of instruc-
tional management software. A pilot test of the
system highlighted the fact that teachers needed
training on how to use the hardware and software
and that the existing infrastructure of computers for
teachers was inadequate. Among the benefits noted
were the ease in generating tests for many uses and
the advantages of relieving teachers of some of the
“busy work” of test construction and administra-
tion.

The West Virginia system deals with traditional
subject areas. Note, however, that in its request for
proposals for a computer system, the State sought a
system capable of storing item types other than
multiple choice and true-false, with software avail-
able in both IBM and Apple formats.

lzip~ ~blis~g, E~m in a Can (computer software) (Westlake Village, CA: 1~).
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September 1991. See also Dato N.M. de Gruijter,  “lkst Construction by Means of Limar Prokyamming,”  Applied Psychological Measurement, vol.
14, No. 2,1990, pp. 175-182; and Ellen Beokkooi-T”mming%  ‘The Construction of Parallet ‘Iksts From IRT-Based  Item Banks, ” Journal ofEducational
Statistics, vol. 15, No. 2, 1990, pp. 129-145.

14Jotm A. Willis, “ Uarning Outcome ‘IISing Program: Standardized Classroom I&A@ in West Virginia Through Item Banking, lkst Generation
and Curricular Management Sofhvare, ” E&cational  Measurement: Issues and Practice, vol. 9, No. 2, s ummer 1990, pp. 11-14.
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Scoring, Reporting, and Analyzing
Test Results

Computers are now vital to large-scale testing
programs. They allow for fast and efficient scanning
and processing of answer sheets, computation of
individual and group scores and subscores, and
storage of score data for later analysis. Item analysis
and item-response theory statistics can be calculated
across large numbers of test takers, and the item and
test statistic files can be automatically updated using
only a few simple commands. Archival copies of test
scores can also be easily made. Computers provide
a wide range of individual and group reports that can
be printed from the resulting test scores and profiles.
Computerized interpretative reports are also pre-
pared for an increasing number of educational and
psychological tests.

Large mainframes or computers are used to
process and analyze test data and to prepare printed
reports for individual students or groups of students.
These mainframes and computers are typically
located at centralized test development, publication,
and scoring service centers run by test publishers.

Taking Tests on the Computer

In addition to their role as workhorses to aid in test
construction, recordkeeping, and analysis and re-
porting of results, computers can also be the medium
on which tests are administered. This report defines
computer-based testing (CBT) as applications in
which students respond to questions directly on the
computer, via keyboard, keypad, mouse, or other
data-entry device. Test booklets, fill-in-the-bubble
answer sheets, and other traditional paper-and-
pencil testing techniques are not used.15

Classroom Testing With Networks
and Integrated Learning Systems

Much of the available computer software de-
signed for instruction includes questions throughout
the program designed to check on a student’s
understanding of the material. Responses can be
printed out for the teacher to gauge student progress
and identify problem areas. Many schools have
linked the computers they have in laboratories and

Photo credt:  Courtesy of National Computer Systems, Inc.

Using machines like the National Computer Systems’
Opscan 21, 10,000 tests can be scored in 1 hour.

classrooms; networks generally consist of 15 to 25
computers linked through a central file server. With
these local area networks (LANs), the same software
can be shared among many computers, easing the
logistics of administration for the teacher. Through
computers connected by a networked system, pro-
grams and data can be shared and then sent to
common peripheral devices such as a printer, hard
disk, or videodisc. Each computer on the LAN can
operate independently, using different pieces of
software for each student, or share software among
several or all students, enhancing the teacher’s
ability to manage and individualize instruction and
testing for each child.16

One of the greatest selling points of networks is
the added tracking and reporting capabilities that
become possible when all student data are stored on
a single storage device such as a hard disk. Stand-
alone computers with individual floppy disks do not
have sufficient storage capacity for all of the student
records in a class or school. In contrast, networked
systems make it possible to collect extended reports
on student progress. In large part because of the
appeal of these assessment features, the number of
districts with network installations has grown stead-
ily over the past 3 years, from just over 1,500 in
1988-89 to over 2,800 in 1990-91.17

lsp~~rmd ~encll~ my ~ ~~~d  ~ b~~~~  tools,  such  as scratchp~s  orworksh~ts,  but they ~enot the fo~ of en~ of fti answers to teSt qUeStiODS.

16 For f~erdl~msion  of how ~hool  ~wute~ can ~ networked, ~, e.g.,  U.S. Congress, Offlw of ~hnology Assessment, poWer ~?lf~eW  Too/S

for Tmching and Learning, OTA-SET-379 (Washington, DC: U.S. Government Printing Oftlce,  September 1988).
ITQ~i~ Education Data, “lkchnology  in Schools: 199@91 School Year,” Market intelligence (Denver, CO: 1991), p. T-7.
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Photo credf: Steve 14bit

Computers are a key feature at the Saturn School of
Tomorrow. A Mac Lab is available at all times for
students to do word processing and publishing.

Integrated learning systems (ILSs) are LANS with
a comprehensive instructional management system.
Courseware is typically published and sold by the
ILS vendor, and spans part or all of a curriculum
(e.g., K-6 language arts). It is possible to add
additional software in some ILSs. As in other
networked systems, instruction is controlled and
managed through the central computer, which may
be connected to printers, modems, videodiscs, or
other peripheral devices.

Because of their close linkages between instruc-
tion and testing, both of which can be matched to
district curricula, ILSs have become increasingly
popular. Although fewer schools have ILSs than
networks, their number has been growing rapidly
(from about 3,300 in 1989-90 to almost 7,000 in
1990-91). 18 The vast majority of ILS use is at the
elementary level, with more than 80 percent of ILS
usage in reading/language arts and mathematics.19

With an ILS testing is an integral part of instruc-
tion. The testing part of the system highlights what
to teach, and the instructional part is designed for
easy assessment of student performance. Some
critics fear this focus on test-based skills reinforces
a linear and limited approach to learning. Others,

Photo ad-t:  Steve V%it

At the Saturn School of Tomorrow, students work
independently on integrated learning systems.

however, suggest it could help bridge assessment
and instruction. The importance of networks/ILSs is
heightened by the fact that continued demand for
these technologies could create opportunities for
testing-software developers to collaborate with sup-
pliers of these products.

ILS vendors include Computer Curriculum Corp.,
Education Systems Corp., ICON, PLATO, Wasatch,
WICAT, and the Jostens Learning Corp. For exam-
ple, Jostens’ Instructional Management System is
intended to allow teachers to deliver a customized
sequence of lessons to each student; direct and
monitor student progress; adopt the sequence of the
embedded curricula and prescribe lessons from
third-party materials; branch students to appropriate
remedial or enrichment activities; generate criterion-
referenced pre- and post-tests; create, maintain, and
update instructional records on each student; and
electronically transfer records within and between
schools.

Although networks and ILSs offer a promising
way to bring computerized testing into the schools,
their focus is primarily on classroom instruction.
The growth in the installed base of networks and
ILSs in schools suggests the potential for their
expanded application in testing. It is important to
note that these centralized systems place software
and test items under the control of one person
(usually the teacher).

181bid.,  p. T4.
lgc~les  L. Blaschke,  ‘‘Integrated ~“ g Systems/Lastructional  Networks: Current Uses and Trends,” Educational Technology, vol. 30, No. 11,

November 1990, p. 21.
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Computers and Testing: Beyond the
Classroom

Computer-based testing is not commonly used for
system monitoring or student selection, placement,
and certification in elementary and secondary
schools. Few schools have enough computers to
implement a large-scale testing program via com-
puter.

20 Even where adequate hardware exists, the
demand for computerized standardized tests has, in
the past, been low. Today’s standardized paper-and-
pencil tests are a well-entrenched technology and
practice. Students, teachers, and the public are
familiar with test books and ‘bubble’ answer sheets
and the technology is easy to use, score, and
administer. There is also a well-developed and
longstanding support system underpinning g this type
of testing.

In their most basic form, CBT takes existing
paper-and-pencil tests and administers them on a
computer: test items, format, and procedures remain
the same as for paper-and-pencil, and the computer’s
role is that of an “automated answer sheet. ’ ’21

Computers offer capabilities that make even these
limited applications more flexible, powerful, and
efficient.

Tests other than those of academic achievement
have also become the subject of research in CBT.
Examples are various psychological tests and tests
used for admissions, placement, and certification at
the postsecondary level. The Educational Testing
Service (ETS) has been pilot testing computer-based
versions of the Graduate Record Examination (GRE);
both ETS and the American College Testing Pro-
gram (ACT) have developed computer testing pack-
ages for college placement testing and are currently
conducting research to verify comparability of
scores from the computerized and paper-and-pencil
tests. Finally, there is growing interest in the use of
computerized tests for professional certification, in
the military, and in industry for selection and
placement purposes.

To date, research on comparability between
computer-based and conventional paper-and-pencil
tests has had mixed results. Most studies have found
that students score slightly, but not significantly,
higher on paper-and-pencil tests than on computer-
based tests. Although it was hypothesized that
computer inexperience and computer anxiety might
exacerbate score differences between testing mod-
els, this has not been found to be significant. It has
been suggested, however, that earlier forms of CBT,
which did not allow examinees to skip items and go
back and answer them later in the test, or to review
and change responses of items already answered,
may have accounted for lower scores on computer-
based tests.22 Because of this concern, the American
Psychological Association Guidelines recommends
that test publishers perform separate equating and/or
norming studies when computer-based versions of
standardized tests are introduced.23 It should be
noted that current forms of CBT usually allow
students to skip items, return to them later, and
change their answers just as they would in a
paper-and-pencil test,

Computerized Adaptive Testing

An innovation in testing that applies the com-
puter’s rapid processing capability to an advanced
statistical model is called ‘‘computerized adaptive
testing’ or CAT. In conventional testing all exam-
inees receive the same set of questions, usually in the
same order. But with CAT the computer chooses
items to administer to a given examinee based on
that examinee’s responses to previous test items.
Thus, not all examinees receive the same set of test
items .24

The advent of “item-response theory” in the
1960s led to the realization that relative performance
of students could be assessed more efficiently if test
items were selected and sequenced with specific
reference to individual student ability. Instead of
presenting a broad range of items to all students,
some of which are too difficult and some too easy,
item-response theory allows the range of difficulty

~Jamcs  B. Olsen, Apryl COX, Charles Price, Mike Strozeski, and Idolina Vela, ‘‘Development, Implementation, and Wlidation  of a Computerized
Test for Statewide Assessment, ” Educational Measurement: Issues  and Practice, vol. 9, No. 2, surnm er 1990.

211saac  1. Bejar, ‘‘Speculation on the Future of Test Design+ Test Design:  Developments in Psychology and Psychometrics, S.E. Embretson  (cd.)
(Orlando, FL: Academic Press, 1985), p. 280.

~Stevcn  L. Wise and Barbara S. Plake, “Research on the Effects of Administering Tests Via Computers, ” Educational Measurement: Issues and
Prac/ice,  vol. 8, No. 3, fall 1989, p. 7.

~qlbid,

‘Ibid., p. 5.
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of items to be determined by the test-taker’s
responses to previous items:

Adaptive testing . . . seeks to present only items
that are appropriate for the test taker’s estimated
level of skill or ability. Questions that are too easy or
too difficult for the candidate contribute very little
information about that person’s ability. More specif-
ically, each person’s first item on an adaptive test
generally has about medium difficulty for the total
population. Those who answer correctly get a harder
item; those who answer incorrectly get an easier
item. After each response, the examinee’s ability is
estimated, along with an indication of the accuracy
of the estimate. The next item to be posed is one that
will be especially informative for a person of the
estimated ability, which generally means that harder
questions are posed after correct answers and easier
questions after incorrect answers. The change in item
difficulty from step to step is usually large early in
the sequence, but becomes smaller as more is learned
about the candidate’s ability. The process con-
tinues until there is enough information to place the
person on the ability scale with a specified level of
accuracy, or until some more pragmatic criterion is
achieved.25

The concept of adaptive testing is not new; most
individually administered tests have some adaptive
features, and in some group testing in a paper-and-
pencil format there may be a form of pretest to
determine student ability and to narrow the range of
items presented on the main test. However, the
enormous superiority of the computer in terms of
storage capacity and processing speed has made
adaptive testing much more efficient.

Computerized adaptive tests can be used for
instructional feedback, system monitoring, or selec-
tion, placement, and certification functions. One
example is the College Board Computerized Place-
ment Tests, developed jointly by the College En-
trance Examination Board and ETS, for use by
2- and 4-year colleges to assess the readiness of
entering students for college-level work in English,
reading, and mathematics, and to determine their
need for additional preparatory courses. These tests
have been used since the mid-1980s at approxi-
mately 80 colleges across the United States.26

The Portland (Oregon) school district has devel-
oped a CAT system linked to its districtwide testing

program. The Portland Achievement Level Testing
(PALT) program, a combined norm-referenced and
criterion-referenced test battery developed by the
district, has been the district’s principal evaluation
instrument since 1977. It has been expanded and
refined regularly to keep up with changes in
curricula and instructional priorities. All students in
grades three to eight take the PALT paper-and-
pencil tests in reading and mathematics twice yearly;
eighth graders are expected to meet the district’s
minimum competency levels, and if they fail they
must repeat the test periodically through high school
in order to graduate with a standard diploma.
Roughly 40,000 students (out of a total K-12
enrollment of 55,000) are tested twice yearly.

The CAT version of the test, known as Computer-
ized Adaptive Reporting and Testing (CARAT), was
initially developed over the 5-year period 1984 to
1989 with annual support from the Portland School
Board of $250,000 or more. It is expected to be
implemented districtwide by 1992 under a 3-year $1
million grant from the school board. It is available
for students to work on any time during the year.

CARAT consists of items drawn from the PALT
item banks. CARAT tests can count for placement in
special programs (talented and gifted, or Chapter 1).
However, at present students must take the paper-and-
pencil test on its electronic equivalent-not the
adaptive version—in order to be certified for gradua-
tion.

CARAT began on a pilot basis in six schools in
1985-86, and has since been implemented in all
Chapter 1 schools in the district. Computer adaptive
tests have been used for more than 5,000 students for
Chapter 1 evaluation and for assessing competency
in mathematics and reading, grades three through
eight, since the program was begun.

District officials hope to have CARAT installed in
every school by the 1992-93 school year, and
eventually to shift the entire testing program to
CARAT They believe that CARAT:

. makes it possible to test students as soon as they
enter the district, in order to place them in
appropriate instructional programs;

2SB~  F. Gr~ R. D~e~ B~~ L1oyd G. Hump~eys,  Robert  L. L@ and Mark D. Reckase, ‘‘~tic/d Guidelines fOr Assess% Computtied
Adaptive ‘lksts,”  Journal of Educational Measurement, vol. 21, No. 4, winter 1984, pp. 347-348.

~Bunderson  et al., op. cit., footnote 8, p. 22.
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makes possible more continuous assessment of
student progress during the school year than
would be possible from the fall and spring
testing alone;
is available at all times, providing access to
students alone or in groups at any time and at
any site;
provides ready access to longitudinal test data
on any designated group of students in the
school;
allows for the shortest possible tests (a CARAT
test takes about 20 minutes) with known
measurement properties; and
offers enhanced test security, since students
rarely get the same questions and since test
questions can be changed regularly .27

The Northwest Evaluation Association has mar-
keted the Portland adaptive testing system, includ-
ing the item banks and computerized software, to
other districts in Oregon, at a cost of approximately
$16,000. Currently about 15 districts, including
some other large systems, use PALT-based paper-and-
pencil tests and CAT.

Computerized Mastery Testing

One application of CAT, known as computerized
mastery tests, includes cut scores (the decision point
separating masters from nonmasters) to assess whether
the test taker has achieved “mastery’ in a field.28

Students pass or fail the test depending on how many
items they answer correctly. If the responses do not
provide a clear enough picture, additional items of
similar difficulty are presented until mastery is
determined. These tests typically require only one-
half of the questions administered in the conven-
tional paper-and-pencil format to reach the same
reliability levels. Reliability is high around the cut
score. As in the case of Portland, computerized
mastery testing can be used for minimum compe-
tency testing.

Occupational competency testing has also been a
target of new technological applications. Although
assessments such as the one designed for the

National Board of Medical Examiners (see box 8-A)
serve quite different functions than tests in the
elementary and secondary school years, they offer
some important lessons for the capability of comput-
ers and simulation software. (See also below, under
“New Models of Assessment and the Role of
Technology.”)

Taking Tests on the Computer: Pros and Cons

Computer-based testing can improve the effi-
ciency of standardized test administration and pro-
vide administrative benefits when compared to
standardized paper-and-pencil testing. But like any
new technology, benefits need to be weighed against
potential drawbacks.

Advantages of CBT

Because questions are presented together with the
response format (as opposed to a separate answer
sheet), it is faster to take a computer-administered
test. One study showed that CBTs and CATS are
between 25 and 75 percent faster than paper-and-
pencil tests in producing otherwise comparable
results (see figure 8-2).29

A greater variety of questions can be included in
the test-builder’s tool kit.30 Constructed response
items and short answers involving words, phrases, or
procedures can also be scored relatively easily by
matching them to the correct answer (or answers)
stored in the computer. Voice synthesizers can be
used for spelling or foreign language examinations.
Computer graphics and video can make possible
other novel item types or simulations.

Computers allow new possibilities for items that
require visualization of motion or complex interde-
pendencies. For example, a conventional physics
examination might require long and complex syntax
or a series of static diagrams to depict motion. On a
computerized test, motion can be more simply and
clearly depicted using either a high-resolution graphic
or video display. A computerized version of the item
gives a purer measure of the examinee’s understand-

zvDi~~~t ~ffici~~ ~otc, hOwe~~, tit Computeti  Adaptive  R~~ and ~S~g test  items  ~ appm on the paper-and-pencil Version Of tie test
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%oward  Wainer, ‘‘On Item Response Theory and Computerized Adaptive ‘lksts,’ The Journal of College Admissions, vol. 27, No. 4, April 1983,
p. 15.



262 . Testing in American Schools: Asking the Right Questions

Box 8-A-Certification Via Computer Simulations:
The National Board of Medical Examiners

A 65-year-old man arrives at the Emergency Department of a major teaching hospital, complaining of
respiratory distress and sharp chest pains. He appears to be in acute distress, moaning and holding his hands
over the left side of his chest The emergency medical technician who brought the patient in says he has a
history of asthma and emphysema. You area medical student, and must diagnose and treat the patient. The
entire spectrum of modern medicine is at your fingertips, but time is of the essence in this potentially
life-threatening condition of respiratory or cardiovascular distress. What do you  do?l

This is an example of 1 of 25 patient simulations in a Computer Based Exam  (CBX) that has, since 1988, been
used at 75 medical schools in the United States and Canada. The  ultimate objective for these simulations is use in
the  certification examination of the National Board of Medical Examiners (NBME), required of physicians in
training before they can become licensed.

Medical schools have long been concerned that the examinations used to test students are heavy on the recall
of factual information, but may not adequately test other important indicators of a candidate’s readiness to practice
medicine. One of these characteristics is the ability to employ the skills needed in clinical care--evaluating patient
symptoms, conducting the appropriate procedures, ordering and evaluating tests, bringing in other experts for
consultation-in order to accurately and quickly diagnose patient problems and diseases. In the NBME’s CBX, the
examinee is provided a simulated clinical environment in which cases are presented for actual patient management.
Through a blank entry screen that automatically processes free-text orders, the examiner can request more than 8,500
terms representing over 2,300 diagnostic studies, procedures, medications, and consultants, and can move the
patient among the available health care facilities. As the examinee proceeds, the computer records the timing of all
actions taken. These actions are compared with a codified description of optimal management based on the
judgments of expert doctors, and scoring is based on how well the examinee follows appropriate practice.

An examinee’s management of the case presented above might proceed as follows (see figure 8-Al):
The results suggest a diagnosis of spontaneous pneumothorax (a collapsed lung), a possibly life-threatening

disease process. The patient’s low blood pressure suggests some degree of cardiovascular difficulty, indicating
immediate decompression of the patient’s left hemithorax (one-half of the patient’s chest cavity). Pressing F1 allows
a review of tests on order. It is currently 16:03; the chest x-ray result will not be available until 16:20 and the
examinee must decide whether to treat the patient now or wait until x-ray results are available. She decides to
perform an immediate needle thoracostomy (insertion of a needle into the chest cavity to evacuate the air) and the
computer simulates the process and results:

The rush of air confirms the diagnosis, but suddenly another message appears on the screen: “Nurses
Note: The patient’s pain is more severe.” More action is required. The examinee orders placement of a chest
tube; once the patient is stabilized, she orders blood to be drawn and additional medical history to be taken.
The examination continues until, at 16:37, the examinee completes the workup, admits the patient to the
ward, and leaves orders for followup procedures. At 16:50 the message appears on the screen: “Thank you
for taking care of this patient.”

In this example, the simulated case time was 50 minutes; it took the student 17 minutes in real time to complete
the case simulation. Cases can last for months of simulated time; examinees typically are allowed about 40 minutes,
but usually take 20 to 25 minutes.

NBME computer-based testing is being phased in in stages. In Phase I, results from a 1987 field study were
reviewed by an external advisory panel of experts in medicine, medical education, medical informatics, and
psychometrics; they concluded the following:2

• CBX succeeded in measuring a quality (reasonably assumed to be related to clinical competence) not
measured by existing examination formats.

● NBME should continue its current level of developmental activity directed at the ultimate use of the CBX
in the NBME examination sequence for certification.

 D.M. Duri@
(philadelphi& PA: National Board of Medical Examme‘ rs, 1990).

2s.G. cl- ~d NA.  m, ‘Cstiw  Report  of the NBME’s Computer-Based ‘l&ring,”
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● Examin ations should be delivered through a system that incorporates collaborations with medical schools.
. A phased approach should be taken: Phase I would entail distribution of software so that students and faculty

could familiarize themselves with the format and participate in collaborative research; Phase II would entail
formal field studies; Phase III would entail extended intramural testing services; Phase IV would entail
introduction in the certification examination(s).

For the first phase of testing, the case simulations, an evaluation of each student’s management of the case is
offered in the form of qualitative “case-end feedback,” derived from a scoring key developed by interdisciplinary
committees of expert clinicians. The record of action is preserved by the computer and becomes the basis for
computer grading of performance. Actions are evaluated in several item categories:3

Benefit: considered appropriate and useful in the management of the patient;
Neutral: representing acceptable actions that do not necessarily differentiate one student from another;
Risk: not required and may result in morbidity;
Inappropriate: represent nonharmful actions that are not indicated in the management of the patient;
Flag: indicate that the student did not successfully fulfill the testing objective or subjected the patient to

unacceptable risk or poor probable outcome, through errors of omission or commission.
Additional data provided include itemized charges for services and tests, and a transaction list of actions taken.

3stepben  G. cl-, M.D., Pmjwt  director  for Computer Based - National Bored @f Mtiic~ fi~~, P~so~ ~mticatiOn*
November 1991.

Figure 8-A1--CBX Case Computer Screen

Day I (Wed) Time 16:03 Location: Emergency Department

Vital signs (MD-recorded) Day I @ 16:03

Pulse rate (supine) I I 8  beats/min

Systolic (supine) 98 mm Hg

Diastolic (supine) 58 mm Hg

Respiratory rate 32/minute

Chest/lung examination

Thorax normal. Breath sounds absent on the left.

Hyperresonance to percussion on the left.

Cardiac examination Day 1 @ 16:03

Heart sounds faint. Radial, brachial, femoral and popliteal

pulses weak but equal bilaterally.

***** *********************** ● ***

SELECT ANY FUNCTION KEY
***** *********************** ****

FI-ORDER F2-H&P F3-REVIEW F4-CLOCK F5-PAUSE F6-HELP

SOURCE: K. E. Cotton and D.M. Durlnzi,  Computer Based Examinafbn  Soffware  System:
/-Phase // Update (Philadelphia, PA: National Board of Medical Examiners, 1990).

Continued on next page

Day I @ 16:03

297-933 0 - 92 -- 18 : QL 3



264 . Testing in American Schools: Asking the Right Questions

Box 8-A-Certification Via Computer Simulations:
The National Board of Medical Examiners-Continued

Phase II entails formal field studies addressing the validity, reliability, utility, and practicality of the system
and its derivative scores for use at the level of clinical clerkships. The testing  software includes 8 CBX simulations
and a  140-item multiple-choice examination. These examinations were administered at the completion of clerkships
in surgery, pediatrics, internal medicine, and obstetrics-gynecology. Separate scores were generated for each
measure in each discipline for over 1,700 students at 9 schools since 1989. Scores are generated by an automated
scoring system that codifies criteria specified by expert clinicians and consist of an ability measure and flag score.
The findings to date areas  follows:4

●  Student surveys indicated  that students  believed that CBX simulations were more representative of the
materials in the clerkship and more effective in allowing demonstrations of what was learned in the clerkship
than were the multiple-choice questions.

. Reliability of the CBX scorns in which them were large samples ranged from 0.70 to 0.80. These findings
have been consistent across subjects, time, examinee level of training, and machine interface changes.

● The validity of the scores in this context is supported by multiple studies in which independent evaluations
of average case performance by clinicians show high correlations with the CBX scoring systems.

. Correlations between multiple-choice and CBX scores in the same discipline are more moderate (0.37 to
0.50 corrected for the unreliability of the measures). Assuming the CBX scores are valid, as supported by
the above-mentioned rating studies, this indicated that unique measurement information of merit in the
evaluation of medical students is provided by both CBX and the multiple-choice questions.

● Analysis of multiple-choice questions compared the computerized versus paper-and-pencil versions.
Students were ranked similarly on both versions, although the computerized multiple-choice version appears
to be more difficult than the Paper-and-pencil version by about 25 standard score points (@.01), suggesting
that use of norm data from the paper-and-pencil tests would be inappropriate for the computer-based version.

Several other research questions are being addressed. They include:5

1. Are the CBX scores valid as an interdisciplinary evaluation of senior medical students?
2. What are effective means for weighting the relative importance of items and defining pass-fail standards?
3. How comparable are different sets of simulations in providing equivalent challenges to examinees?
4. Can simulations be “disguised” and reused without jeopardizing test  fairness and meaningfulness   o f

scores?
In addition, the Nation Council of State Boards of Nursing has taken the CBX model and is in the process of

adapting it to the model of nursing education, and researching its use for possible certification examination.

4uwtiW  National B- of ~“ Examhms &@ cited in National Board of Medical ~“ rs, 
 (PWdcl@IQ PA: 1991).

5(11= op. tit., footnote 3“

ing of the physics concept because it is less CBTs allow for improved standardization of test
confounded with other skills such as reading level.31 administration. For example, time allowed for any

given item can be controlled, and instructions to test
Alternate modes of response can be used on the takers are not affected by variations in presentation

computer. Keyboarding reduces problems in inter- by human examiners.
preting handwriting, and the use of tablets, mouse,
touch screens, light pens, and voice entry can Scheduling of CBTs is more flexible, since not all
provide new data entry formats. These new sources students have to be tested at the same time.32

for data input also open doors for testing students
with physical disabilities who may be unable to use CBTs are not affected by measurement error due
traditional paper-and-pencil testing methods. to erasures or stray marks on answer sheets. Young

Slwise ~ ~~e,  op. cit., foornote 22, p. 6.

Szsee, for example,  Gerald Br~q, ‘‘Computerized ‘lksting: A Possible Alternative to Paper and Peneil?’ Electrom”cLearning,  vol. 9, No. 5, February
1990, p. 16.
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Figure 8-2—Mean Testing Time for
Different Testing Formats
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SOURCE: James B. Olsen et al., “Comparisons of Paper-Administered,
Computer-Administered and fimputer  Adaptive Achievement
Tests,” Journal of Educational Computer Research, vol. 5, No.
3, 1989, pp. 311-326.

children, who may have difficulty connecting an
answer with its associated letter on a separate answer
sheet, may have less trouble supplying their answer
directly on the computer.

Computerized adaptive tests provide greater meas-
urement accuracy at all ability levels than either
CBTs or paper-and-pencil tests,33 because they can
more accurately discriminate using fewer items.

CBTs allow for immediate scoring and reporting;
responses entered directly on the computer can be
scored and tabulated in seconds, and scores can be
reported back to the examinee and the teacher
virtually instantaneously. Rapid feedback of this
sort can be particularly important for teachers and
more useful than paper-and-pencil tests that can
require 6 weeks or more to be scored.

CBT allows for greater integration between
instruction and assessment. Students working
through lessons on an ILS can be assessed as they
progress. Assessment can take the form of pauses in
the instructional sequence during which students
respond to questions or other prompts; with more
sophisticated tracking software the assessment can

take place on a continuous basis, providing informa-
tion to teachers about student strengths and weak-
nesses as they work.

CBTs can provide more detailed information than
paper-and-pencil tests. For example, student re-
sponse time for any or all items can offer clues to
student strengths and weaknesses; tests equipped
with this feature can keep track of skipped questions,
item-response times, and other possibly relevant
data. This information can be useful to test takers as
well as teachers.

CBTs provide a more efficient means to pretest
new items, which can be inserted unobtrusively into
any sequence of questions; faulty items can be
eliminated and the computer can adjust its scoring
algorithm accordingly.34

CBTs are more secure than paper-and-pencil
tests. There are no paper copies of tests to be
misplaced or stolen, items can be presented in mixed
sequences to different students, and the number of
items stored in memory is too large for anyone to
attempt to memorize. Computerized adaptive tests
have a particular security advantage: each test taker
gets essentially a unique test.

Finally, CBTs may offer a set of less tangible
advantages over paper-and-pencil. Among the is-
sues researchers are exploring are: whether success-
ful handling of the technology itself raises self
esteem of students, especially developmental or
low-ability students; whether rapid feedback re-
duces test anxiety; whether students become less
frustrated and bored with CBT than with paper-and-
pencil tests; and whether students are less embar-
rassed when results are given by the computer rather
than by a teacher.

Disadvantages of CBT

CBTs may introduce new kinds of measurement
error or may introduce new factors that compromise
the accuracy of the results. For example, results on
a mathematics or science test could be skewed if
poor screen resolution interferes with the student’s
decoding of graphs or images; long reading passages
requiring the examinee to scroll through many
screens could favor students with ability to manipu-
late computer keys rapidly rather than gauge relative

33 Bunderson  et d., op. cit., footnote 8, P. 385.

34 W~cr, op. cit., fOOtnOte  30.
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reading comprehension proficiency .35 Input devices
such as a mouse may be difficult for some students
to operate, and current touch screens may not be
accurate enough for sophisticated items requiring
pointing and drawing. These issues suggest also that
the lack of experience or familiarity with computers
and keyboarding may put some students at a
disadvantage compared to others.

Most CAT software, because of its branching
algorithms, prevents examinees from reviewing or
changing an answer without changing all of the
items following the changed ones. The effects of this
rigid sequencing on response patterns and cognition
are not well understood.

Results of CATs are less obviously comparable to
one another because each student’s test is different
in both the questions presented and the time allotted
to finish. This may cause a perception on the part of
students or others that test scores are somehow not
a fair basis for comparisons.36 These problems are
aggravated by the general lack of familiarity with
CAT on the part of test takers and the general public.

Ironically, the computer might provide too much
information: teachers, parents, students, and admin-
istrators may be unable to digest the large amounts
of data made available from CBTS.37

Reliability and validity of CBT generally and
CAT specifically are important issues. Some studies
have found that CAT can achieve reliability as high
as conventional tests with far fewer items.38 How-
ever, potential threats to validity and reliability
warrant careful consideration: for example, issues
related to content validity, effects of presentation
mode on construct validity, potential negative ef-
fects on low-ability examinees, different contexts
for item presentation, and the uses of data from
conventional tests to set parameters of CATS.

Cost Considerations

Cost factors could pose formidable barriers to
widespread adoption of CBT. Under current large-

scale testing arrangements, when masses of students
are tested at the same time, hardware requirements
for CBT would be prohibitive. Scheduling students
to be tested at different times could provide relief
and would not necessarily create security risks,
especially if a CAT model is used. But this approach
would require drastic organizational changes from
existing testing practice. Nevertheless, it may be
possible to conduct some large-scale testing activi-
ties in shared facilities equipped with the appropriate
testing hardware. Today’s college entrance exami-
nations are not offered in every school, but in
selected sites on preselected dates; ETS is now
considering setting up testing sites for administra-
tion of the GRE and professional certification
examinations that are supplied with sufficient hard-
ware to support CBT. These sites could be in schools
or separate testing centers; in either event, the
facility would be rented or leased by the test users
(e.g., a professional association sponsoring certifica-
tion examinations) for the time required to conduct
the testing. Schools could adopt this shared facilities
concept if it were necessary to conduct large-scale
testing activities during a set time period.

Test Misuse and Privacy: A Further Caveat

Fully integrated instruction and assessment,
hailed by some as the ideal approach to student
testing, raises important questions related to test
misuse and privacy. In a word, when testing is more
closely linked to instruction it may become increas-
ingly difficult if not impossible to prevent test
results from being used inappropriately. It is pre-
cisely the tremendous recordkeeping and adminis-
trative efficiencies of CBT that pose this threat. To
illustrate this concern, consider the ethical dilemmas
that arise if students do not know they are being
tested: as long as the information is used solely as
feedback to teachers and students to improve learn-
ing, then there would be little objection. But if the
results are used in high-stakes decisions such as
graduation from grade school or placement into
special classes (e.g., gifted or remedial) or made

35RMemch  ~ Sh~~ tit most ~Oplc read so to so ~rcent Slower fiorn a computer  s~ccn W tirn paper. U~til  screen resolution is ifnpIUVt3d
significantly (e.g., 2,0COby2,000 lines of resolution), this problem may not be resolved. Chris Dede, George Mason University, personal communicatio~
Sept. 3, 1991.

36@e~  et al., op. cit., fOOmOte 25.

31’Ol~en et ~,,  op. cit.,  fm~ote 20, ~We  tit too much ~o~tion WU provid~  to tewhers  on ~ch child in the ‘Ikxas  pilot study. The solution W=
finally to print one page of analysis for each child accompanied by an order form for the teacher wanting additional information.

36 For ex~ple,  ~ s~dy of tie c~o~aversion  of tie ~ed Services  Vocatioti  Apti~de Battery found that the alternate forms  reliability coefllcient
for a 15-item California test was equivalent to that of a 25-item conventional test. Similar findings have been found in other studies. Wise and Plakc,
op. cit., footnote 22, p. 8.
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available to districts and States for accountability
measures, the concept of seamless integration of
instruction and assessment becomes less obviously
attractive. And, in addition to the ethical problems of
using data derived from tests that students did not
know were tests, there is also the danger that in the
long run students (and teachers) will figure out how
their test results are being used, which would lead to
distortions in test-taking practice and teaching.
“Teaching to the test” and other unintended effects
of high-stakes testing (see also ch. 2), could under-
mine the value of integrated teaching and testing.

Other New Tools for Testing: Video,
Optical Storage, Multimedia

Video technologies are the newest tools of in-
struction. The near ubiquity of videocassette record-
ers (VCRs) in schools makes the use of video more
feasible for testing as well.39 Furthermore, video-
discs and digital video interactive also offer new
possibilities for integrating video capabilities in
item presentation for more realistic kinds of tasks.
Often new technologies are combined with older
formats for innovative testing arrangements. In the
Oregon Statewide Assessment test of listening
skills, for example, prerecorded videotapes set the
scene for questions, which are presented on tradi-
tional paper-and-pencil multiple-choice tests. De-
velopers believe that the visual stimuli presented on
the tape is more realistic and better than having
questions read aloud from text. The system was first
used as an element of the statewide assessment in the
spring of 1991.40

A more sophisticated optical storage device now
also coming into use in some schools is the
videodisc: a large silver platter (resembling a
long-playing record) that uses analog technology to
store text, data, sound, still images, and video.
Computer branching algorithms can be used to
manage and sequence the vast amounts of informa-
tion stored on videodisc; this coupling of optical
storage and computing technology has already
resulted in some powerful instructional applications,

either in the form of enrichment materials or for
courseware, some of which contain built-in testing
and evaluation components. Researchers in this field
anticipate new testing applications of videodisc in
the future, given the capacity of the technology to
store large amounts of multimedia items and inte-
grate them with testing programs residing in the
computer. Roughly one-fifth of American schools
already own videodisc players.41

An application of videodisc to certification testing
is the prototype developed by ETS to assess teaching
and classroom management skills as part of the new
National Teachers Examination. The experimental
program presents filmed dramatizations of class-
room management problems that typically occur in
an elementary school classroom, and prompts the
viewer to respond to each vignette. For example,
after watching a scene the viewer may be asked to
choose the teacher’s next course of action; the choice
activates a branch in the computer algorithm and
displays the consequences of the choice.

Cost Considerations

As with many other instructional technologies,
high costs of software development coupled with
uncertainty and fragmentation on the demand side
have slowed the development of innovative applica-
tions. However, if videodisc technology becomes a
more common instructional tool in classrooms,
software developers will face better prospects for
return on their development investments. Without
some sort of public intervention, it is unlikely the
private market will produce the kinds of videodisc or
other high-end technological innovations that could
make a real difference in schools.42 There is already
some evidence that State education policies could
stimulate growth in this market. For example, the
decision of the Texas Board of Education to allow
videodisc purchases with textbook funds is expected
to lead to increased videodisc use in Texas schools,
and. because of the large percentage of the school
market that Texas represents, this policy is likely to
spur increased videodisc development and use.43

~~A~ of the 19~91 ~chml  ~ew, 94 ~rcent of all schools have onc or more videocassette recorders, Quality Education Data, Op. Cit., fOOmO[e  17,
p, T-8,

~JEvc]yn  Brezinski,  Interwest  (Oregon), personal communication Jan. ~, 1991.

dlQuali~  Education Data, op. cit., foanote  17, p. T- 10.
42 For ~[~lysis of the im.~c(lo~  sof~~c ~ket  ad dis~ssion  of public policy oplions see Offlcc of Technology Assessment, Op. Cit., fOOtnOle

16, especially ch. 4.

47 Pctcr West. ‘‘Tex. Videodisc Vote Called Boon to Electronic Media, ’ Educa(/on Week, vol. 10, No. 13, Nov. 28, 1990, p. 5.
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New Models of Assessment and the
Role of Technology44

Most current uses of computer and information
technology in large-scale testing make the conven-
tional test format faster and more efficient than
paper-and-pencil methods. The computer technolo-
gies have not, to date, created real alternatives to
standardized multiple-choice tests.45 Rather, the
focus of computer applications has been on the
familiar psychometric model, with enhancements
that adapt the number, order, difficulty, and/or
content of standard assessment items to the re-
sponses.46

There are two possible consequences that may
spring from this replication. First, such a concentra-
tion may reinforce existing test and item formats by
disguising them in the trappings of modem technol-
ogy, creating a superficial air of advancement and
sophistication. Moreover, these technical advances
could make it even harder to break the mold of
current testing practices, ignoring advances in test
theory.

Using Information Technologies
to Model Learning

How could computers and computer-related in-
formation technologies make possible enhance-
ments to the current models of testing? How could
these technologies be applied toward assessments of
a broader range of human ability, cognition, and
performance? Recent developments in cognitive
psychology point to fruitful avenues for research and
development (R&D).

First, human cognition and learning are now seen
as constructive processes: seeing, hearing, and
remembering are themselves acts of construction.
Learners are viewed not as blank slates, passively
recording and recalling bits of information, but as
active participants who use the fragmentary cues
permitted them by each of their senses to construct,

verify, and mod@ their own mental models of the
outside world.

Assessment procedures consistent with this view
of cognition as an active, constructive activity are
not limited to simply judging responses as correct or
incorrect, but take into account the levels and types
of understanding that a student has attained. Imagi-
native new types of test items are required to
accomplish these ends, along with new techniques
for scoring items that permit construction of dy-
namic models of the levels and types of learner
understanding. Most if not all of these new tech-
niques will require the use of computers. This work
could lead to measures of human cognition and
performance that are at present only dimly per-
ceived, because of limited access and inexperience
in measuring them.47

Second, some research on cognition holds that all
learning is situated within “webs of distributed
knowledge.”48 Cognitive performances in real-
world settings are supported by other people and
knowledge-extending artifacts (e.g., computers, cal-
culators, texts, and so forth). This concept chal-
lenges traditional views of how to determine stu-
dents’ competence. If knowledge is tied in complex
ways to situations of use and communities of
knowers, then lists or matrices of abstracted con-
cepts, facts, procedures, or ideas are not adequate
descriptors of competence. Achievement needs to be
determined by performances or products that inter-
pret, apply, and make use of knowledge in situations.
It follows from this view that estimates of learner
competencies are inadequate if they are abstract or
without context.

Computer-related technologies may be able to
help integrate what is known about how children
learn into new methods of assessment. This could
include: diagnosing individualized and adaptive
learning; requiring repeated practice and perform-
ance on complex tasks and on varying problems,
with immediate feedback; recording and scoring
multiple aspects of competence; and maintaining an

44Much of MS d~ussion  is based on Bank Street College, cater fOr ~dren  and ‘lkdmology, “Applications in Educational Assessment: Future
‘Ikchnologies,”  OZ4 contractor repon 1990.

dsw~ter Haney and &rge hf.WhS, “Searching for Alternatives to Standardized Rxws: Whys, Whats, and Whithers,” Kappun, vol. 70, No. 9, May
1989, p. 686.

~Dext~  Fletcher, Institute for Defense Analyses, ‘‘Military R~ch and Development in Assessment ‘lkchnology,  ’ unpublished report prepared
for O’IA, May 1991.

411bid.,  p. A-2.
~Bti str~t College, op. cit., footnote 44.
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efficient, detailed, and continuous history of per-
formances. There are four specific areas in which
computer technology has begun to demonstrate the
potential for significant enrichments to assessment.

Tracking Thinking Processes

Computers enable certain kinds of process records
to be kept about students’ work on complex tasks as
the work evolves and is revised. They allow the
efficient capturing of views of students’ problem-
solving performances that would otherwise be invis-
ible, evanescent, or cumbersome to record. For
example, it is possible to keep records of whether
students systematically control variables when test-
ing a hypothesis, to look at their metacognitive
strategies, to determine what they do when they are
stuck, how long they pursue dead ends, and so
forth.49

Learning With Immediate Feedback

Because students can be put into novel learning
environments where the feedback is systematically
controlled by the computer, it is possible to assess
how well or how fast different students learn in such
environments, how they use feedback, and how
efficiently they revise.

Structuring and Constraining Complex Tasks

Computer environments can structure and con-
strain students’ work on complex tasks in ways that
are otherwise difficult to achieve. In simulations,
dynamic problems that may have multiple outcomes
can be designed, and student progress toward
solutions can be automatically recorded, including
time, strategy, use of resources, and the like. The
tasks can be designed to record students’ abilities to
deal with realistic situations, like running a bank,
repairing broken equipment, or solving practical
problems that use mathematics. They can show how
students sift, interpret, and apply information pro-
vided in the computer scenarios, making it possible
to measure students abilities in understanding situa-
tions, integrating information from different sources,
and reacting appropriately in real time.

Using Models of Expertise

In more advanced assessment systems, models of
expertise can be programmed and used to guide and
gauge students’ development of understanding in a
subject area or domain. In this case, learning  and its
monitoring occur simultaneously as the expert
system diagnoses the student’s level of competence.
This makes it possible to record the problem-solving
process and compare the student’s process with that
of experts in the field.

Hardware and Software

Many types of hardware and software configura-
tions apply to these concepts of assessment. Tele-
communications, for example, is an important tool
for sharing information about alternative assessment
tasks. Vermont is using a computer network to share
information on student portfolios that are now used
for statewide accountability in mathematics and
writing. Teachers will be able to share examples of
work to help develop common standards of grading
the portfolios, as well as to discuss teaching strate-
gies and other concerns over the statewide electronic
bulletin board.50 As shown in box 8-B, another
example is the use of technology in support of the
demonstrations of mastery (’ ‘exhibitions’ required
of students in the Coalition of Essential Schools (see
also ch. 6).

There are many examples of attempts to adapt
generic software tools to assessment: word proces-
sors, database software, spreadsheets, and mathe-
matics programs for statistical reasoning. These
tools can be modified in order to record information
in a sequence of work sessions and provide snap-
shots of students’ processes in solving a problem or
task. A word processor can record the stages of
development of an essay; a spreadsheet program can
record the steps taken in the solution of a multistage
problem in mathematics. Because technology-based
environments support accumulation and revision of
products over time, they are well suited to portfolio
models of assessment (see also ch. 6).

As teachers use these tools in teaching, it is
appropriate that they be employed in testing situa-
tions as well. For example, when writing is taught as
a process using a word processor, students develop

@TiIis rqmwnts an extension of basic concepts such  as tie ‘‘audit trail,’ already in use in some instmctional  software, to assessment. For discussion
of intelligent tutoring and related concepts, see Office of ‘Ik&nology  Assessment, op. cit., footnote 16, ch. 7.

%hrry Miller, New England lklephone,  personal communication% September 1991.
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Box 8-B—The IBM/Coalition of Essential Schools Project: Technology in Support of
“Exhibitions of Mastery”1

 “Planning backwards’ ’-that is the term for how schools in the Coalition of Essential Schools determine what
knowledge they want their students to possess, and what skills they want them to be able to demonstrate when they
graduate. At Sullivan High School in Chicago, every member of the school community reads and participates in
seminars discussing the works of great men and women, from Aristotle to Martin Luther King, in order to
demonstrate their abilities to analyze and interpret works of original text. Seniors at Walbrook High School in
Baltimore spend 1 year researching a specific question like “Is the city water safe to drink?” and must present
findings, answer questions, and defend their positions before a panel of teachers and students, much like a Ph.D.
student defending a dissertation. At Thayer High School in Winchester, New Hampshire, the faculty work in teams
of four with a group of students for 3½ hours each day on a set of interdisciplinary “essential questions” chosen
by the teaching team, allowing the students to show the connections among multiple disciplines.

These new teaching approaches require new assessment approaches. What is perhaps unique is how technology
is being considered from the start as a tool for facilitating the restructuring that such "planning backwards” requires.
IBM has committed $900,000 to the Coalition project at Brown University, along with equipment and technical

lwt~ for this box is from The Brown University NOwS Bma, “IBM and Brown University Select Five High Schools for National
‘Exhibitions of Mastery’ Pmjec~” news release, June 26,1991, and David Niguidt@ Coalition for Bssential Schools, Providence, RI, personal
communication December 1991.

Figure 8-B1--Menu for Coalition of Essential Schools’ Exit-Level Exhibitions
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SOURCE: Coalition for Essential Schools, Brown University, Providence, RI.
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support, to work with these schools and two others (Eastern High School, Louisville, and English High School,
Boston) to examine how technology can facilitate the planning, development, and evaluation of the “exhibitions
of mastery’ assessment procedures at these schools. Technology is expected to be used in the following ways:

Research: CD-ROM, videodiscs, computer databases, and telecommunications will be used for accessing
and keeping track of information the teachers need for their teaching and the students need for their
exhibitions.
Student-Teacher Communications: Electronic mail will make it possible for information to be shared
between students and their teachers both within a school and among sister exhibition schools. Project
management will be tracked on the computer networks, and file transfers will be made so teachers can
“red-pen” student drafts in progress.
Performances: Tools such as word processing, desktop publishing, and multimedia will be used for creating
student products.
Assessment: Electronic portfolios of work in progress and records of student activity throughout the
exhibition project will be created. Telecommunications will be used for assessing exhibitions within and
among schools.

An electronic exhibitions resource center has been established by the 110+ member schools of the Coalition
for Essential Schools. They are all contributing to this library of practical ideas, methods, and materials, which will
be available on-line to help Coalition member schools create their own exhibitions. The exhibition resource center
will provide a forum for discussing exhibitions and receiving updated information (see figures 8-B1 and 8-B2).

Figure 8-B2--Sample Screen When “Visions” is Selected From Menu
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SOURCE: Coalition for Essential Schools, Brown University, Providence, Rl; example from Central Park East Secondary

School, New York, NY.
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the skills of freewriting, drafting ideas, writing a
draft, revising, moving ideas around, editing-using
all the tools of creation and revision provided by
today’s word processing software. To then test these
writing skills using a paper-and-pencil examination
would be as inappropriate as teaching a pilot to fly
a jet and then testing his skills in a hang glider.
Similarly, students taught to use calculators as
mathematical tools should be tested on their ability
to use these tools to carry out mathematical calcula-
tions.

The tests under development for certifying archi-
tects provide an interesting example of how ad-
vanced tools available on computers can enrich test
design and scoring. Examinees use the computer
tools that allow them to draw, measure, calculate,
change the size and scale of objects, and extract
information from databases embedded within the
testing software (see box 8-C).

Another category of software includes simula-
tions and modeling programs that create highly
realistic problem-solving contexts. Examples can be
found in most domains, both in and out of school,
and are available for computers in the schools. They
enable students to observe, control, and make
decisions about scientific phenomena that would
otherwise be difficult or impossible to observe. For
example, with Physics Explorer, students can con-
duct and observe a series of experiments that
simulate the behavior of objects and phenomena
under different conditions.51 For example, a student
can compare the upward acceleration of an object
under different conditions of gravity. The assess-
ment includes onscreen records of various experi-
ments that are conducted; printouts of steps taken by
the student in the form of note cards, experimental
parameters, and sequences of decisions; and video
recordings of students interacting with software and
explaining their work. Scoring is based on under-
standing of interactions among parameters, appro-
priateness of experiments conducted, systematic
approach to testing of variables, use of different
information sources, nature of predictions and hy-
potheses, interpretation of experiments, and quality
of group collaboration.

Other computer simulations enable students to
carry out complex actions by simulating decision-

, , ,,, , ,, ,

Photo credit: MECC

Wagon Train 1848, created by MECC, is an example of an
educational simulation program.

making activity in the sciences, social science,
history, and literature. For example, Rescue Mission
is a simulation that allows elementary school
students to navigate a ship to rescue a whale trapped
in a net by learning the mathematics and science
required to read charts, plot a course, and control
navigation instruments.52

One of the most promising aspects of simulation
software for education is the fact that this software
is already in use and popular in schools today, and
can be supported on relatively inexpensive comput-
ers. Simulation and modeling programs can provide
multiple complex tasks and record how students go
about solving them. They provide opportunities for
assessing students’ skill in such problem-solving
activities as formulating the relationships between
variables, troubleshooting or diagnosing problems,
and integrating multiple types of information in
decisionmaking.

Video and multimedia systems are a third category
of technology with applications to new concepts of
student assessment. VCRs can record the interac-
tions of students in groups, and the ways they use
aspects of their social and physical environment in
accomplishing tasks. Video technologies can record
continuing activities, products at various stages of
development, explanations, and presentations in rich
detail. The video record can be analyzed in minute

51Bti shwt college, op. cit., footnote 44.
Szfiid<
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detail over time, much as one would review a written
record of performance.

The electronic integration of different media
(video, graphics, text, sound) has made possible new
multimedia opportunities for instructional envi-
ronments and new, but relatively unexplored oppor-
tunities for assessment. These developments allow
multiple forms of media to be stored and orches-
trated on a single disk, simplifying the ease of use.

Although the technology for some of these
projects is currently too expensive for average
classroom use, costs are expected to drop as more
powerful computers enter classrooms.53 Some
schools have begun to experiment with multimedia
applications. The Jasper Woodbury Series, for
example, presents a story through dramatic video
segments, and enlists the student in solving prob-
lems using information provided through multiple
linked databases (see box 8-D). Jasper, which is still
in R&D, is being integrated into the science and
mathematics programs in a number of schools that
have expressed their willingness to experiment.54

Performance assessments often call for student-
created productions or projects over time as a basis
for evaluation, and multimedia systems can provide
rich composition tools to meet this goal. In some
systems, students can make use of the information
(in graphic, text, or video formats) available within
a multimedia system as they compose their own
projects or productions. This makes new kinds of
student products available for assessment purposes.
Since students create these productions from within
these ‘ ‘closed’ ‘ systems, traces of their creative
composition process in choosing and composing
information can be recorded.

Finally, intelligent tutoring systems (ITSs), origi-
nally conceived as instructional systems, have
recently begun to be adapted to assessment. ITSs are
based on principles of artificial intelligence and
expert systems.55 They combine models of what

Photo reedit: R3M Corp.

Ulysses, created for IBM Corp. by And Communications
Inc., is an example of an advanced interactive educational

program combining video, graphics, text, and sound.

constitutes expertise within a field or domain with
models of the learners’ own technique--diagnosing,
evaluating, and guiding student performance com-
pared to expert performance. Responses of students
throughout the learning process can be aggregated
and interpreted in relation to representation of expert
problem solving. The systems offer the opportunity
to understand student performance not simply in
terms of correct answers, but in sequences of
responses that can reveal how a student learns.

There are very few ITSs available today and their
focus is typically on instruction, not assessment.
They are extremely expensive to develop and require
a higher level of computer technology than most
schools own. The few in place cover circumscribed
parts of the curriculum, and concentrate on the
domains where computational power has the most
leverage and where skills and content are more
narrowly defined (e.g., science, mathematics, and
computer science). It is unclear how feasible they
would be in other areas that are more open-ended,
such as history or literature.

fJ’l”he  digiti~  vid~ interactive product Palenque,  which dOWS  llse~ tO ‘‘eXp]Ore” the Mayan archaeological site via computer and screeu  and to
consult a variety of visual databases to gather additional data along the way, requires a hardware/software system costing approximately $20,000. It is
currently being used in several science museums around the United States. See ibid., p. 26; and Oftlce of Technology Assessment, op. cit., footnote 16.

Wjxpa ~ o~er  s~~ system  a~empt  t. capi~~e  on s~den~’  ever-increasing familiarity (and COmfOrt)  ~th television ~d vid~, ~d Promot@
the development of their skills in analyzing and using information provided via video format.

551 ~~lci~ ~te~igence ~~ he ~estiom: WM is tie ~damen~ ~~e of intelligence  ~d how Cm we make computers do the @S tht we
consider intelligent? . . . An expert system is an automated consultant. Given a probleu it requests data relevant to the solution. After analyzing the
probleW  it presents a solution and explains its reasoning. Expert systems are relevant to education because they can represent problem-solving expertise
and explain to students how to use it. ” See Henry M. Halff,  ‘Instructional Applications of Artit7cial  Intelligence, “ Educational tiadership,  March 1986,
pp. 24-26.
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Box 8-C—Computer Technology for Professional Certification Testing:
National Council of Architectural! Registration Boards

It is not surprising that perhaps the most ambitious research on the use of computer technology for professional
certification examinations is found in the field of architecture: architects often look for creative solutions and new
ways to solve problems, using the most advanced technologies. At the same time, because only one-half the States
require architects to have a college education and only 60 percent of the candidates who sit for the architectural
boards have a professional degree in architecture, the                examination has traditionally played an important gatekeeping
role, i.e., assuring that candidates who receive national certification meet high standards of skills and knowledge.
Furthermore, since the number of candidates who seek certification is relatively small (each year only 4,500
candidates begin the examination process), field testing is more manageable than in other professions. 1 Several other
professional groups are following this research with great interest before developing their own technology-based
testing for professional certification.

Since 1965, all architecture candidates have been required to pass a multipart uniform paper-and-pencil
national examination developed by the National Council of Architectural Registration Boards (NCARB). This
examination, which has been revised periodically based on task analyses of the profession, currently consists of nine
parts, seven of which are traditional multiple-choice tests of discrete knowledge in various architectural fields. Two
sections require candidates to draw solutions to design vignettes; one section involves solving six discrete site
design problems, while the other entails a comprehensive building design. These sections are scored by juries of
practicing architects, similar in process to the scoring of Advance Placement examinations (see ch. 6).

Since 1985, NCARB has been working with the Educational Testing Service (ETS) in a joint research project
to develop computer-administered examinations. The first phase of the research entailed converting four of the
seven multiple-choice sections to Computer Mastery Tests.2

The computer mastery model uses item-response theory to select questions from the full item bank,
reorganizing them into "test lets ," each of which provides a collection of questions, which offers precise
measurement of a candidate’s ability. The items within a testlet are presented on the computer. When the candidate
answers enough questions to determine that a passing or failing score has been achieved, testing ceases. If the
outcome is unclear, more questions are presented until a clear pass-fail determination has been made. The computer
mastery tests were pilot tested between 1988 and 1990. They successfully met the desired psychometric standards;
the computerized tests achieved the same or better accuracy of measurement at the pass-fail point as that provided
by the current tests, using as few as one-third as many test items as are needed in the paper-and-pencil version.
However, because the computer tests were offered as an option to paper-and-pencil testing but were more expensive
($75 per subject as compared to $35 per subject for the paper-and-pencil format), not enough candidates opted for
the computer version to make it economically feasible, Since 1990, only the paper-and-pencil version has been
offered.

NCARB plans to switch over to computer-administered testing for all seven of the discrete knowledge sections
in 1997, dropping the paper-and-pencil option altogether. At that point, the second research activity will also be put
into place. This project involves administering the test (examinees use a mouse or other pointing or drawing device
to design directly on the computer screen), and scoring the discrete site design vignettes directly on the computer.
Field testing has shown that design problems that take an average of 20 minutes on the paper-and-pencil version
require only 5 minutes to complete on the computer, because of the ease of erasing, redrawing, and adjusting
drawings. As a result of this research, NCARB expects to be able to present candidates with up to 15 vignettes to
solve, compared to the existing 6, in the same period of time (see figure 8-Cl).

Finally, the comprehensive building design problem is being converted to a computer-administered
examination as well. In this case, each candidate will use two computers, one which presents and serves as the
‘‘answer sheet’ for a candidate’s design solutions to comprehensive, multistep design problems; the other monitor
provides the “model architect’s office,” containing all the design tools, resources, and reference manuals needed

IJe&y F. Kenney,  ~tor ‘f  ‘Saminations  Development National Council of Architectural Registration Boards, personal
communication October 1991,

2, CBre~~oughDevelOpment  fi Computtied ~s~ offers Shorter  ‘lks~ More fiecise  Pass-Fail Decisions,” ~ D~eZoP~nrs,  ‘ol.

33, Nos. 3 and 4, winterlspring  1988, pp. 34.
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Figure 8-Cl—Example of an NCARB Site Design Vignette

‘ A recreational center site plan must accommodate a club house in its present position, as well as ~
; tennis courts, pool, bleachers, and a service building. Prepare the site plan according to the
‘ following objectives: (1) Preserve all trees. (2) Bleachers shall serve the tennis courts. (3) Pool shall ~
\ be adjacent to the clubhouse. (4) Service building shall relate to the club house and the parking lot.

I ,? .,-,.. ,,

n— 11

❑
‘s R ,)C,

II
BLDG\

- . . . . . . . . ..--. .— . . . -
To move an object, position the crosshairs on the object and click.

. .—..C,,.=.A. & - -

.

KEY: NCARB - National Council of Architectural Registration Boards.

SOURCE: Educational Testing service, 1991.

to complete each task. Each of the substeps in the comprehensive design problems will be presented as separate
sections and scored separately. For example, a candidate may be asked to design a library that meets certain site
and client requirements. In the first step, the “bubble diagrams’ that relate rooms to one another would be drawn.
A second section would require taking a block diagram and relating it to the site requirements in terms of light,
ground contours, zoning, and other constraints. Each of these individual predesign tasks will be scored separately,
making it possible to give a candidate partial credit, instead of scoring the building problem as a whole, as is done
in the existing paper-and-pencil format.

In 1989, six different item types were developed for the simulations and pilot tested at an architectural firm
and the NCARB annual meeting. It is anticipated that the computer format will permit more reliable assessment of
candidates’ abilities. Whereas it now takes candidates up to 12 hours to complete 1 comprehensive problem
(typically 4 hours to come up with a design and another 8 to put it down on paper), using the computer simulations
broken down into subtasks, up to 10 design samples can be presented over a period of 5 to 6 hours. It is anticipated
that perhaps 3 comprehensive building problems, with a total of some 20 to 30 subtasks can be administered for
this portion of the examination over the same time period, giving the State board examination a fuller and more
reliable picture of an architect’s design skill and ability to meet the necessary health, safety, and environmental
standards.

Researchers are encouraged by the progress made in the design of the computer interfaces; indeed, erasers,
drafting tools, measuring tapes, calculators, and other design tools that make it possible to move and adjust drawings
are available in many computers today, as are the appropriate data storage and retrieval capabilities. The hardware
required is Windows-based 386 machines with approximately 4 megabytes of memory. Advances in object-oriented

Continued on next page
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Box 8-C-Computer Technology for Professional Certification Testing:
National Council of Architectural Registration Boards-Continued

programming make it possible to use icons for frequently used architectural components (e.g., corridors, doors,
walls, and windows). It is the development of scoring psychometrics that poses the largest research challenge. In
order to develop scoring protocols, each solution must be decomposed or broken into component parts. Seasoned
practitioners list the characteristics of an appropriate solution to a particular problem and these judgments are
programmed into the computer. The computer, functioning as an expert system, evaluates the examinee’s  response.
In cases where the expert system is unable to make a clear “right or wrong” judgment (similar to the case with live
panels of judges when two scorers disagree), a master scorer will be brought into make a final determination.

Although the original target goal was 1997,3 the NCARB/ETS team has moved along further than originally
anticipated and, if progress continues as the same rate, implementation of a fully computer-administered and scored
examination system could be possible in 1996.4

3Ric~ Devolq Stior  e

xiunhxz,  Center for Occupational and I%ofessional  ~sessmea~ Educatkmd lksting Service, pemonal
Communkxltio% Oct. 15, 1991,

4WW Wie= H, cc~~ Exams by Computer,” vol. 179, No. 7, July 1991, p. 80.

One of the greatest concerns with ITSs is that, like applied-also with the help of sophisticated computer-
all testing activities, they may gravitate toward based systems—to the design of educational assess-
promoting the skills that they measure best. These
skills tend to be algorithmic and routine. At the same
time, educators are concerned that we may not be
focusing our efforts on developing in students those. .thinking skills dependent on complex knowledge.
The skills required for understanding a written
passage, writing a composition, solving a problem
that has many steps and approaches, interpreting the
results of an experiment, or analyzing an argument
are not so easily broken into discrete components.
Furthermore, attempts to segment these skills may
result in analysis that fails to capture the overall
picture of what makes up true competence. Creativ-
ity may be neither recognized nor rewarded in
existing ITS models.

Toward New Models of Assessment:
Policy Issues

A main finding of this chapter is the gap that
separates current applications of information tech-
nology in testing from a vision of fundamental
reform in the assessment of human learning  a n d
educational achievement. In sum, computers and
other data processing equipment that have made
possible a “mass production” testing technology
could become essential in the design and implemen-
tation of new testing paradigms.

Computers and related technologies have proven
indispensable to research on human cognition, and
lessons from this research are, in turn, being

ments that correspond to the growing body of
research on learning. The research community,
though still fragmented, has begun to coordinate the
efforts of cognitive theorists, computer scientists,
subject matter experts, and educators. These early
efforts have led to particularly promising break-
throughs in the application of technology to im-
proved classroom diagnosis and instructional feed-
back. Whether these efforts will eventually also
contribute to the creation of tests that can be used for
other functions, such as system monitoring or
student placement and certification, remains to be
seen. In any event, it is not clear that these latter
functions of testing require the diagnostic specificity
of computer-based learning and assessment tools.
Overall, most experts would agree that applications
of computer technology to new forms of assessment
are still at a very rudimentary stage. The road ahead
is a long one.

Research Support

Policymakers face a formidable dilemma: reach-
ing the as-yet uncharted territory of new assessment
models requires investments in technologies that
have uses in the current paradigm of testing and that
render that paradigm ever more efficient. Increased
efficiency encourages reliance on old models of
testing. This problem is manifest in the arena of
funded research: much of the research on test theory
and new technology is funded by commercial test
companies, which face strong incentives to reinforce
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Box 8-D—The Jasper Series: A Story is Worth a Thousand Questions

The National Council of Teachers of Mathematics has suggested that the mathematics curriculum should:
. . . engage students in problems that demand extended effort to solve. Some might be group projects that require
students to use available technology and to engage in cooperative problem solving and discussion. For grades 5-8 an
important criterion of problems is that they be interesting to students.l

The Jasper Woodbury Problem Solving Series is a video-based adventure series designed to help students
develop their skills in solving mathematical problems.2 Each of the six video segments is from 14 to 18 minutes
long and presents a dramatic adventure featuring Jasper and his friends. Students are motivated to solve the problem
posed at the end of each segment to see how the story ends. (There is a solution shown on the video that students
see only after they have solved the problems themselves.) Although the problems are complex and require many
steps, all the data needed to solve the problems are contained as a natural part of the story.

For example, the adventure “Rescue at Boone’s Meadow” begins with Jasper’s friend Larry flying his
ultralight airplane. Larry teaches Emily the principles she needs to know in order to fly solo in the plane: fuel
capacity, speed, payload limits, how the shape of the wing produces lift, and so on. After Emily’s maiden solo flight,
she, Larry, and Jasper celebrate at a local restaurant. They discuss Jasper’s upcoming fishing trip, and his plan to
hike 15 miles into the woods at Boone’s Meadow. Details presented as a part of the unfolding adventure become
important data that students will later need to use in solving the problem. The next scene shows Jasper alone in the
deep woods, peacefully fishing, when a shot rings out. He runs in the direction of the sound, finds an eagle that has
been seriously wounded, and radios for help on his CB radio. Emily receives his message, contacts a local
veterinarian, and is told that time is of the essence in rescuing the eagle. The story ends with Emily posing the
question: “What’s the fastest way to rescue the eagle and how long will it take?” The students, no longer passive
watchers, have to put themselves in the role of Emily and solve the problem using data contained in the video.3

Researchers, working with teachers and students in 9 States, have found that students become extremely
engaged in the problem-solving tasks. Teaching strategies vary, but most teachers begin with large group activities
and then move into smaller cooperative learning groups, guiding the students to consider a variety of solutions. In
the episode summarized above, for example, if the students contemplate using the ultralight plane as a rescue
vehicle, they must take into account landing area, fuel consumption, payload limitations, speed, and other
information that can be reviewed by going back into the videodisc. Groups typically spend a minimum of two 1 -hour
class periods working out their solution, and then must present and defend their plan to the entire class.

One of the research goals has been to create new ways to assess the learning that occurs in solving problems
presented in the series. One-on-one interviews with students were found to be much too time consuming.
Paper-and-pencil tests were developed, asking students to list and explain the kinds of subproblems that Jasper and
his friends needed to consider to solve each problem. Transfer problems, similar to the problems in the series but
involving new settings and data, were also given. Although the paper-and-pencil assessments showed that learning
occurred, there was one problem: teachers and students hated them! Teachers said: “My kids, as much as they liked
Jasper, as much as they begged for Jasper, finally told me: ‘If I have to take another test on Jasper I don’t want to
see another Jasper’ “; or ‘‘it seems to me that we’re really asking kids to do something strange when we’ve
introduced this wonderful technology and we’ve gotten them involved in the video experience. . . . Then you give
them this test that’s on paper.”4

How then should the students be tested? One approach has been to explore ways technology can be used in
the assessment process. In May of 1991 the researchers produced an experimental teleconference, the Challenge
Series, a game show format featuring three college students as contestants, each of whom claimed to be an expert

INatiod  COundl of -hers Of Mathematics, (I&stoq  VA: March
1989).

2~e ~~eS iS a ~~~h ad develop~nt proj~t  of tie Co@On ~ l&hoIogy  &OUp  at Wderbilt  University, SUppOfid by the

James S. McDonnell Foundation the National Science Foundatio%  and Mnderbilt University.
3Co@tion  and Technology Group at %imderbilt University, ‘‘The Jasper Experiment: An Exploration of Issues in Learmn“ g and

Instructional Desi~” July 26, 1991, p. 7 (forthcoming in Michael Hannafii and Simon Hooper (eds.),

~ognition  and ‘Ikchnology Group at %nderbilt University, “The Jasper Series: A Generative Approach to Improving Mathematical
-,” pp. 11-12  (fOrthCOUlifig  ill Ainerican Association for the Advancement of Science,

Continued on next page
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Box 8-D—The Jasper Series: A Story is Worth a Thousand Questions-Continued

on flight and on the Jasper adventure ‘Rescue at Boone’s Meadow. ’ While the contestants all answered questions
correctly on the first round, by the fourth round everyone except the true expert had made some erroneous
arguments. Would the students be fooled by actors, or could they identity the real expert? They called in their votes
and 85 percent of the students correctly identified the true expert. Enthusiasm for this form of “testing” was sky
high.

Other ideas building on the teleconference motif are being considered for each of the Jasper adventures. There
are also plans to help teachers engage in formative evaluations of student learning following each Jasper adventure

vignettes that connect with other parts of the curriculum (e.g., an exploration of Lindbergh’s historic flight from
New York to Paris) are also in progress. Finally, the researchers are designing a prototype set of computer-based
“students” or “tutees.” The students must teach the “tutees” how to solve Jasper problems, and their progress
is tracked by the computer. This approach maybe linked with the teleconferences. For example, the students could
teach computer-based tutees, who would then compete in a game show where the tutees become game show
contestants. The class that did the best job teaching its tutees wins.

The seven design principles underlying the Jasper Series, and their hypothesized benefits, are 
table 8-D1.

summarized in

Table 8-D1--Seven Design Principles Underlying the Jasper Adventure Series

Design principle Hypothesized benefits
1.

2.

3.

4.

5.

Video-based format

Narrative with realistic problems (rather than
a lecture on video)

Generative format (i.e., the stories end and
students must generate the problems to be
solved)

Embedded data design (i.e., all the data need-
ed to solve the problems are in the video)

Problem complexity (i.e., each adventure in-
volves a problem of at least 14 steps)

6. Pairs of related adventures

7. Links across the curriculum

a. More motivating.
b. Easier to search.
c. Supports complex comprehension.
d. Especially helpful for poor readers yet it can

also support reading.

a. Easier to remember.
b. More engaging.
c. Primes students to notice the relevance of

mathematics and reasoning for everyday events.

a Motivates students to determine the ending.
b. Teaches students to find and define problems

to be solved.
c. Provides enhanced opportunities for reasoning.

a Permits reasoned decisionmaking.
b. Motivates students to find.
c. Puts students on an “even keel” with respect to

relevant knowledge.
d. Clarifies how relevance of data depends on

specific goals.

a. overcomes the tendency to try for a few
minutes and then give up.

b. Introduces levels of complexity characteristic of
real problems.

c. Helps students deal with complexity.
d. Develops confidence in abilities.

a. Provides extra practice on core schema
b. Helps clarify what can be transferred and what

cannot.
c. illustrates analogical thinking.

a. Helps extend mathematical thinking to other
areas (e.g., history, science). -

b. Encourages the integration of knowledge.
c. Supports information finding and publishing.

SOURCE: Cognition and Ttindogy Group at Vandarbiit  University, “Tha  Jaaper  Experiment: An Exploration of
Issues in Learning and Instructlonai  Design,” Juty 26, 1991 (forthcoming in Michael Hannafin  and Simon
Hooper  (eds.),  special issue).
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the economic and educational advantages of the
conventional test paradigm. This is in contrast to the
test development process in other countries, which
is usually undertaken or supported wholly by the
government. Just how far the commercial research
community will go in experimenting with nontradi-
tional test designs, without external support, is
uncertain.

It is important to recall, however, that Federal
intervention frequently played a critical role in the
history of research, development, and implementa-
tion of new testing technology: perhaps the best
example is the Army testing program during World
War I (see also ch. 3), which provided the most
fertile ground imaginable for proving the feasibility
of new forms of testing, such as group administra-
tion, as well as statistical models based on normative
comparisons and rankings.

Indeed, the military has since then remained a
major player in the development of personnel
selection and placement tests, assessments of basic
job skills, and experimentation with a variety of
models of performance assessment. Some of these
advances have spilled over into the civilian arena.56

In addition, there is the more recent example of
National Science Foundation (NSF) support for
research leading to development of tasks used in the
1988 National Assessment of Educational Progress
(NAEP) science assessment. Not only were these
items viewed as important innovations in NAEP, but
many of them were then adopted by New York State
for its statewide fourth grade hands-on science
assessment. Similarly, Department of Education
funding for NAEP has supported research into
constructed response items and innovative testing
formats. Thus, while federally funded research on
assessment has not been large, it has been an
important complement to the large R&D projects
financed privately-such as those by ETS, ACT, the
National Council of Architectural Registration
Boards, the National Board of Medical Examiners,
and computer companies such as IBM and Apple--
or financed by States and districts, such as in
California and Portland, Oregon.

The history of testing in the United States teaches
that the Federal Government can be a catalyst for

reform, through support for expansion of existing
technologies and through support for basic research
leading to new technologies. The Federal Govern-
ment could continue to support basic research and
applied development of a wide range of new models
of testing. Specific options include:

●

●

●

●

●

If

earmarking resources in programs like Chapter
1 for research into how advanced technologies
can improve testing;
continuing to fund educational laboratories and
centers for school-based research on assess-
ment;
providing grants to independent researchers,
States, and school districts through NSF or
other existing programs;
coordinating the efforts of the many research
players both within and outside the Federal
Government’s research network, i.e., Federal
laboratories, the National Diffusion Network,
NSF Net, and Star School Programs in support
of improvements in testing; and
supporting the exchange of data among the
many States and districts involved in pioneer-
ing theoretical and practical research.

Infrastructure Support

computers, video, and telecommunications
technologies are to play a significant role in assess-
ment, a combined “technology-push/market-pull’
strategy will be necessary .57 Technology-push in
this context focuses on the technology of software,
and is shorthand for software development support
that could lead to increased demand for computer-
based instructional and assessment systems in
schools. The market-pull side of the equation refers
to direct investments in hardware: increasing the
installed base of technology in the schools could
lead to increased demand for good software, which
could in turn create improved economic incentives
for software developers and entrepreneurs.

To make inroads in this interrelated system, the
Federal Government could support investments in
CBT facilities that could be shared among schools
within and across districts. This could entail invest-
ments in communications technologies to link hard-
ware already in place, along with software and
training. Another approach would be for schools to

%~e flow ~ gone ~ tie ~thm ~=tion too: assessment tW~iWes  developed  for educational institutions have been adopted by the military.

sTSee  also Office of Twhnology  Assessmen4  Op. Cit., footnote 16, for discussion of this approach to fostering improved instructional software
development.
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lease their computer facilities to the Federal Govern-
ment for use in its large education and training
programs, or to other outside users (adult education,
business, professional groups). The idea is to utilize
the capacity of the hardware that exists in schools
now, or the hardware that could be installed in the
schools, during nonschool hours, and to reinvest the
revenues in testing-related hardware or software
technologies. Federal support for purchase of multi-
purpose computer and video technologies for testing

activities under existing Federal programs, such as
Chapter 1, Magnet Schools, and Bilingual Education
could build up the infrastructure of testing technolo-
gies.

Continuing Professional Development
for Teachers

Teachers are the most important link between
instructional or testing technologies and the students
whose achievement and progress those technologies
are intended to affect. The problem is that few
teachers have adequate preparation in the theory and
techniques of assessment. This gap in teacher
education is not limited to the arcana of psycho-
metrics, but extends even to the design and interpreta-
tion of classroom-based tests.58 At the same time,
many teachers have not yet come ‘‘online’ with
computer use.59 While teachers may be learning
about computers faster than about testing and
assessment, most teachers have not been exposed to
continuing professional development aimed at help-
ing them master the implications of matching
technology and new approaches to testing.

Federal support for teacher development could
have two benefit streams: first, it could result in
greater acceptance of new testing and assessment
technologies, which would in turn lead to height-
ened demand for innovative software products; and

Teachers need help in learning to use teaching technology
for testing purposes. - ‘ -

second, it could involve teachers in the early stages
of testing technology development, which could
make the technologies that much more relevant.

Leadership

In 1990, the President and the Governors adopted
ambitious education goals to be met by the year
2000, and there has been much discussion on
developing new tests to measure success in meeting
these goals. The Federal Government has the oppor-
tunity to provide guidance in a time that has been
marked by many suggestions for improvement and
much accompanying confusion. Congress could
take a leadership position in guiding, shaping, and
supporting a vision of education that links learning
with assessment in a rich, meaningful, engaging, and
equitable fashion.

~see, e.g., Joh.u  R. ~~, “Apathy Concerning Grading and I&sting,” Phi Delfa Kappun, vol. 72, No. 7, March 1991.
59s=,  e.g.,  B* Smwt  College, op. cit., footnote ~.
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List of Acronyms

ACT —American College Testing Program
AERA —American Educational Research

Association
AP —Advanced Placement
ASAP —Arizona Student Assessment Program
ASP —Accelerated Schools Program

CAP -California Assessment Program
CARAT —Computerized Adaptive Reporting and

Testing
CAT -computerized adaptive testing
CBT -computer-based testing
CBX —Computer Based Exam

CEE —College Entrance Examinations
CES —Coalition of Essential Schools
COMP —College Outcome Measures Program
COMPACT —Connecticut Multi-State Performance

Assessment Collaborative Teams
CR -constructed response

CRESST —Center for Research on Evaluation,
Standards, and Student Testing

CRT --criterion-referenced test
CUES —Continuous Uniform Evaluation System
EC —European Community

—English Placement Test

—Education Reform Act (United Kingdom)
ESDs —Essential Skills Documents
ESEA —Elementary and Secondary Education Act
ESPET —Elementary Science Program Evaluation

Test
ETS —Educational Testing Service

FERPA —Family Education Rights and Privacy Act
GCSE -General Certificate of Secondary Education
GED -General Educational Development
GKAP -Georgia Kindergarten Assessment Program
GPA —grade point average

GRE -Graduate Record Examination
HOTS —Higher Order Thinking Skills
ILS —integrated learning system

ITBS
ITS

JFSAT

LSAT

MCT
MOE
NAEP

NAGB
NBME

NCARB

NCE
NCTM

NIMSY
NRT

NSF
PALT

PLR
R&D
SAT

SAT
SEA

—Iowa Tests of Basic Skills
—intelligent tutoring system

—Joint First Stage Achievement Test
—local area network
—local education authority
—Law School Admissions Test
—Monitoring Achievement in Pittsburgh

—minimum competency testing
—Ministry of Education
—National Assessment of Educational

Progress
—National Assessment Governing Board
—National Board of Medical Examiners

—National Council of Architectural
Registration Boards

—Normal Curve Equivalent
—National Council of Teachers of

Mathematics
—not-in-my-school-yard
—norm-referenced test

—National Science Foundation
—Portland (Oregon) Achievement Level

Testing
—Primary Language Record
—research and development
—Scholastic Aptitude Test

—Standard Assessment Task
—State education agency

SWESAT -Swedish Scholastic Aptitude Test
TAP —Tests of Achievement and Proficiency
TIERS —Title I/Chapter 1 Evaluation and Reporting

System

TNCUEE —Test of the National Center for University
Entrance Examinations

TSWE —Test of Standard Written English
VCR —video cassette recorder
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Contractor Reports

Copies of contractor reports done for this project are available through the National Technical Information Service
(NTIS), either by mail (U.S. Department of Commerce, National Technical Information Service, Springfield, VA 22161)
or by calling NTIS directly at (703) 487-4650.

Douglas A. Archbald, University of Delaware, and Arnold C. Porter, University of Wisconsin, Madison, “A
Retrospective and an Analysis of Roles of Mandated Testing in Education Reform,” PB 92-127596.

C.V. Bunderson, J.B. Olson, and A. Greenberg, The Institute for Computer Uses in Education, “Computers in
Educational Assessment: An Opportunity to Restructure Educational Practice,” PB 92-127604.

Paul Burke, “You Can Lead Adolescents to a Test But You Can’t Make Them Try,” PB 92-127638.

Center for Children and Technology, Bank Street College, “Applications in Educational Assessment: Future
Technologies,” PB 92-127588.

Nancy Kober, “The Role and Impact of Chapter 1, ESEA, Evaluation and Assessment Practices, ” PB
92-127646.

George F. Madaus, Boston College, and Thomas Kellaghan, St. Patricks College, Dublin, “Examination
Systems in the European Community: Implications for a National Examination System in the United States,”
PB 92-127570 (see also below).

Gail R. Meister, Research for Better Schools, “Assessment in Programs for Disadvantaged Students: Lessons
From Accelerated Schools,” PB 92-127612.

Ruth Mitchell and Amy Stempel, Council for Basic Education, “Six Case Studies of Performance
Assessment,” PB 92-127620.

Misuse of Tests, PB 92-127653

1. Larry Cuban, Stanford University, “The Misuse of Tests in Education. ”
2. Robert L. Linn, University of Colorado at Boulder, ‘‘Test Misuse: Why Is It So Prevalent?”
3. Nelson L. Noggle, Center for the Advancement of Educational Practices, “The Misuse of Educational

Achievement Tests for Grades K-12: A Perspective. ”

* * *

A copy of the contractor report listed below maybe obtained by writing to the SET Program, Office of Technology
Assessment, U.S. Congress, Washington, DC 20510-8025; or by calling (202) 228-6920.

George F. Madaus, Boston College, and Thomas Kellaghan, St. Patricks College, Dublin, “Student
Examination Systems in the European Community: Lessons for the United States” (abridged version of
Madaus-Kellaghan paper listed above).
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Ability tests, see aptitude tests
Ability-to-benefit tests, 37
Accelerated Schools Program, 46
Accountability, 4,8, 17,43,53-54, 182, 194-195

computer applications, 266-267
Federal requirement, general, 44,53-54,56, 81,95, 131
historical perspectives, 116
minimum competency testing and, 57
performance assessments, 206,209,240
State-level, 53-54, 182
Title I, 34-36,56,81-82,85,88-89, 182,220
see also system monitoring

Achievement tests, 13,20, 85, 121, 166-179, 181
v. aptitude tests, 168-169
cognitive processes and, 50
design, 171-179
historical perspectives, 104-105, 106-109, 116-118, 121, 124
managerial uses, general, 180-181, 184, 194-197
national testing proposals, 97
school districts, score variation, 70, 74
school districts, uses of, 34-36,56,81-82,85,88-89, 181, 182,

183, 184, 191, 182,220
standards of achievement, 18
system monitoring, 11
use and interpretation, 166, 169, 179-186, 194-197
see also minimum competency testing; norm-referenced

testing performance assessment
Adaptive testing, 203

see also computer-adaptive testing
Administration and administrators

bureaucracy, 106, 107, 110, 184
computer applications, 261
corporate model, 115-116
education of, 72
historical perspectives, 106, 107, 108
international perspectives, 146-147, 149, 150, 152, 153-154,

156, 157, 160
Title I, 85, 87, 89
see also efficiency; test administration

Admissions testing
high school, 152, 154
work-related skills and, 159
see ako college entrance examinations

Adults, 32
see also parents

Advanced placement tests, 170,216,236-237,242, 247
African Americans, 93, 124
Age factors

historical perspectives, 106, 112, 117-118
international perspectives, 98, 135, 136, 142, 143
intelligence testing, 112-113
minimum competency testing, 65, 186
NAEP,  93
national testing, 30, 31, 98, 135, 136, 142, 143
performance assessments, 202

Alaska, 230
America 2000 Excellence in Education Act, 29,95,96
American College Testing program, 68n, 185, 192,218,279

computer applications, 259
American Federation of Teachers, 225

American Psychological Association, 259
Americans With Disabilities Act, 37
Analytical scoring, 241-242
Anastasi,  Anne, 168-169, 170n
Appropriate tesf use, general, 36-37,67-77
Aptitude testing

ability-to-benefit tests, 37
v. achievement testing, 168-169
historical perspectives, 121, 130
national testing proposals, 97, 130
see afso intelligence testing

Arendt, Hannah, 105
Architects, certification, 272, 274-276
Arizona, 206, 207-208,248
Arkansas, 201
Armed Services Vocational Aptitude Battery, 38
Art and art appreciation

music studies, 93
NAEP,  93
portfolios, 230,236-237, 242

Artiflcird  intelligence, 20,214,273
see also expert systems

&tS PROPEL, 230
Attitudes

student self-esteem, 66, 85, 139
teacher attitudes toward tests, 182, 184,207, 208, 217,

220-221,225,232
teacher expectations for students, 67, 122, 188, 190,217,248
see also motivational factors; public opinion

Audio-visuaJ aids, see video techniques
Authentic testing, 13, 189,202
AyRs,  honard, 116-118

Basic skills, 17,43,64-65
v. higher order skills, 30, 45, 46, 48, 64, 66
historical perspectives, 111
learning processes, 46
worker-related, 30, 32, 48, 50, 159, 235
see minimum competency testing

Bias, see fairness
Binet,  Alfred, 112-113, 114, 118, 171-172,254
Bloom’s taxonomy, 51
Brigham, Carl, 120, 124

Buckley Amendment, see Family Education Rights and Privacy
Act

Bureaucracy, 106, 107, 110, 184
Bureau of Education, 122
Buros Institute of Mental Measurement, 71-72

California, 76,98, 118
performance assessments, 202,206, 209,210-211,230,241,

246-247,248
California Achievement Tests, 206
California Assessment Program, 210-211, 217,241
Canada, 70n
Carnegie Corp., 90
Carnegie Foundation, 199
Cattell, J. McKeen, 112
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CD-ROM technology, 255,271
Center for Research on Evaluation, Standards, and Student

Testing, 39, 248
Certification, see credentialing; licensing (professional)
Chapter 1, see Title I
China, People’s Republic of, 138, 148-150
Civil Rights Act, 55
Classillcation

error analysis and, 176
standardized tests, 170
tests, 166
see selection and placement; tracking

Classroom management, 267
see also integrated learning systems

Coaching, see teaching to the test
Coalition of Essential Schools, 270-271
Code of Fair Testing Practices, 36,70
Cognitive processes, 48-53

artificial intelligence, 20, 214, 273
computer testing, 266, 268-269
constructed-response items, general, 231, 235
conventional testing of, 6-7
curricula and, 48, 53
innovative test technologies and, 20, 22, 214, 273
research, 39, 43, 45, 46, 51-53, 268
see also higher order “thinking skills; le arning processes;

problem solving
College Entrance Examination Board, 119, 125-126

advanced placement tests, 170, 216, 236-237, 242, 247
College entrance ex arninations,  13

American College Testing program,  185, 192,218,259,
279

higher order thinking skills, 125
historical perspectives, 118-119, 125-126, 137
international perspectives, 137-138, 149, 150, 151, 152-153,

155-156, 159, 162
legislation, 76n
misuse, 15-16, 185
multiple-choice items, 192
oral, 218
portfolios, 236-237
secondary education, effects on, 125-126
test-takers involvement in development, 68n
see also Scholastic Aptitude Test

College Outcome Measures program, 218
Colleges and universities, see universities and colleges
Colorado, 58
COMPACT, 225
Commercially developed tests, 56, 87, 166, 184, 207, 276, 279

computer applications, 261
copyright, 74
design flaws, 18
historical perspectives, 129-130
international perspectives, 147-148
legislation on, 75, 76
norm-referenced tests, 87, 92, 169, 170, 171, 207, 208, 232
R&D, 38, 279
revenues, 3, 4, 44

Compensatory education, 181
Federal support, accountability, 56
Head Start, 88
learning models, 46

see also Title I
Compulso~  education, 149, 151, 157
Computer-adaptive testing, 20,22,24-26,253,259-261, 265,

266
Computer-administered testing, 18,22,25, 174,253,257-276,

279-280
accountability and, 266-267
algorithms, 256,266,276
artificial intelligence, 20, 214, 273
CD-ROM technology, 255,271
cognitive processes, 266, 268-269
commercial, 261
computer literacy, 253, 265-266
constructed-response items, 261
cost factors, 25, 127, 261, 262-2&l, 266, 267, 268, 274-276
defined, 5
efilciency, 256, 261, 264-265, 268
errors, 22, 214, 253, 264-266
ETS, 259,266, 274-276
expert systems, 269, 273, 276
funding, 270,276,279
GRE, 259,266
high-stakes testing, 24-25,266-267
instructional feedback, general, 22, 260, 265, 266, 269
integrated learning systems, 20, 21,48, 257-258,265,267,

273
language assessment, 22,261
licensing, professionals, 26,261,262-264,267,274-276
mastery testing, general, 261
mathematics, 256, 265, 272, 273
networks, 257-258, 269
non-n-referenced testing, 259
v. paper-and-pencil tests, 259, 261, 264, 265, 268, 272, 274
performance assessment, 20, 201,211,213, 237, 240
policy issues, general, 276-280
portfolios, 271
privacy, 266-267
problem solving, 269,272,273
reliability, 264, 266, 275
R&D, 20,253,264,265,267,268, 270-271,274-276,279
science tests, 265, 272, 273
secrecy and security, 260, 265
selection and placement, general, 257, 260
simulations, 262-264, 272, 274-276
statistical applications, general, 255, 256
system monitoring, 25, 259
writing, 22, 269-270, 272

Computers and computer science, 50,253-280
axtiflcial intelligence, 20,214, 273
CD-ROM technology, 255,271
expert systems, 269, 273, 276
historical perspectives, 127, 130,255
integrated learning systems, 20, 21,48, 257-258,265,267,

273
item-response theory, 257, 259-260
optical storage techniques, electronics, 267
test design, 18, 20, 255-256, 261
see also databases; machine scoring

Computer software, 256, 257,258,266,267,269, 272
Con_t3dentiality  and consent, 36-37

Buckley Amendment, 36, 75-76,81
computer applications, 266-267



Index ● 2 8 9

standards, 70-71, 76
Congress of the United States

antitesting movement, 67
minimum competency testing, 16
Title I evaluation data, 87
see also legislation, specific Federal; policy issues

Comecticut,  206, 224-225,228
Consistency, see reliability
Constructed-response items, 18, 19, 141,201,206, 208,209,

211, 213-216,231,235
computer applications, 261
defined, 5, 206
diagnostic testing, 208,215-216
higher order skills, 208-209, 215-216
machine scoring of, 201, 213-215
mathematical, 209, 211, 212, 213n,  215
performance assessments, 5, 18, 19, 141,201,206,208,209,

211, 213-216,231,235
problem solving, 208,213, 215,231,234
validity, 206, 208

Construct validity, 178, 179
Content validity, 60, 177-178, 184, 189
Continuous Uniform Evaluation System, 207
Copyright, 74
Cost factors, 27-29,30,55,267

computer technology, 25, 127, 261, 262-264, 266, 267, 268,
274-276

international perspectives, 141-142, 146
machine scoring, 254
multiple-choice tests, 141-142, 146, 243
national testing proposals, 98-99
performance assessments, 201,208,209,211,216-217, 218,

236,243-245
sampling techniques, 23
system monitoring, 11
test development, 37-39, 141, 142
urban areas, 28-29
see also efficiency

Court cases, see litigation
Credentialing, 11-12, 170-171, 180-181, 182, 196

computer applications, 257
fairness issues, 12, 26, 185
innovative technologies, 25-26
international perspectives, 141, 142-143, 144-145, 191
misuse of tests, 37
national testing proposals, 12, 97
validation, 196
see also licensing (professional)

Criterion-referenced testing, 14,28, 87
ability-to-benefit tests, 37
military testing, 120
NAEP,  92
perfomxmce assessments, 18,20, 238
State-level issues, 14, 15,59,86, 186-187
test use, 168-170, 186
validity issues, 176-177, 178, 179
see also minimum competence testing

Cubberly,  Ellwood  P., 116
Cultural factors, 76

Americanization, 105-106, 111, 114, 121, 129n, 131
international perspectives, 136, 151, 154
performance assessment, 24, 246-247

pluralism, 104, 120, 147
symbolic function of testing, 54, 120-121, 131
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cognitive processes, 48, 53
English language, 203,213, 218-219
Federal involvement, 82,91,92,94-95
goals, 18,23,92, 147
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historical perspectives, 118, 121
international perspectives, 138-139, 146-147, 152, 154, 160
mathematics, 48
reform of, 4, 7, 4445, 48, 50
research, 45
standardized tests v. local curricula, 165, 168, 178
standards, 48, 50
State control, 60-61,94-95,207,210
validity and, 178

Curriculum alignment, 50,60-61,65, 161-162, 184, 197
defined, 60
Lake Wobegon effect and, 63
NAEP, 33

Curriculum and Evaluations Standard for School Mathematics,
188

Cutoff SCOIRS,  57,59,84,87, 150, 171, 176,181, 187, 196,237
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item banks, 24-25, 191, 255-256
national, 39

Debra P. v. Thrlington,  73
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international perspectives, 145
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see also military services testing
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Dewey, John, 116, 124
Diagnostic testing, 20,22,51, 170, 178-179, 184, 197
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performance assessments, 219,220, 222,238
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State programs, 218,219
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minimum competency testing, 57
performance assessments, 240
see also accountability; credentialing; instructional feedback;

selection and placement; system monitoring; test inter-
pretation and use

Funding, 37-39,55-56,81
computer applications, 270, 276, 279
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local,  4,55-56
historical perspectives, 106
international perspectives, 141
minimum competency testing, 57
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performance assessments, 211,248
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Gardner, Howard, 52
Gender factors, 202,246
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Geographic factors, 104-108, 109, 121
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Germany, 137, 138, 139-140, 141, 142, 156-157
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computer applications, 266-267
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computer applications, 266-267
international perspectives, 138, 150, 151, 159, 160-161
performance assessments, 201-202,209-210,211, 217,219
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heredity and, 110, 120
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NAEP, 91
@OmMIIW,  18,202,225,238
team testing, 202, 225, 235, 238
video techniques, 272-273, 277
see also military services testing

Guessing, 124

Handwriting assessments, 170, 173,213,242, 264
Handicapped persons, see disabled persons
Hands-on testing, see experiments
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Heredity, 110, 112, 120, 124, 127, 169
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v. basic skills, 30, 45, 46, 48, 64, 66
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multiple-choice tests, 192, 193, 194, 209
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see ako problem solving
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minimum competency testing, 61, 65-67
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NAEP and, 33, &l, 94,246
national testing proposals, 97
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reliability, general, 175-176
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Federal role, general, 81
hereditary factors, 110, 112, 120, 124, 127, 169
high-stakes testing, 54-56, 103
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immigrants, 105-106, 114, 117-118, 120, 125, 127, 145
information technology, 253,254-255
intelligence testing, 8-9, 104, 105n, 110, 111-114, 116, 118,

119-120, 121-122, 124-125, 169,254
international, 112-114, 127-128, 130, 136, 137-138, 139-140,

148-149, 151, 152, 154, 155, 156, 159, 160
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litigation, 72
managerial issues, 110-119, 125
mathematics tests, 55, 114-115, 116, 127-128, 130
military services testing, 38,119-120, 121-122, 124-125,127,

128, 129,254,279
minimum competency testing, 14, 15-16, 43, 57-61, 111
multiple-choice tests, 23, 118, 124, 189-190
NAEP, 16,64, 81,90-91,95
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oral tests, 103, 104, 107, 137, 189, 218
performance assessments, 206
povexty,  106
professional self-regulation, 71-72
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R&D, 112, 126-127
SAT, 125-126, 129n
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standardized testing, 103-131
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State-level issues, 105, 106, 109-110, 122-124
statistics, 109n, 116-117, 120n, 130
system monitoring, 11
teaching to the test, 109, 119
technological innovations, 7, 15, 116, 129-130, 253,254-255
test interpretation and use, 103, 108-110, 121
tracking, 106-108, 110, 111, 160
Title I, 82-84,87-88,89,90
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urban areas, 105, 108
validity issues, 108, 120
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Howe, Samuel Gridley, 109
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Immigrants, 105-106, 114, 117-118, 120, 125, 127, 145
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Individual testing, 170,203,225,238

see also computer-adaptive testing; oral testing
Information and information dissemination

commercial test companies, legal requirements, 76
Federal, general, 39, 82
international perspectives, 142
NAEP,  31-32, 82
@Cy, 36-37
scores, access to, 70, 76
technological innovation, 253-280
on testing practices, 69, 72
Title 1, 82
see computers and computer science; conlldentiality and

consent; secrecy, test items
Instructional feedback, 10-11, 13,53

computer applications, 22, 260, 265, 266, 269
historical perspectives, 103, 121
integrated Iearning systems, 20,21,48, 257-258,265, 267,

273
minimum competency testing, effects on, 66
performance assessment and, 204, 217,230
standardized tests, 165, 179-180, 182, 184, 185, 188, 196-197
time factors, 195
see Curriculum alignment

Instructional techniques, 48,50
innovative assessment and, 18, 21-22
mathematics, 48
pacing, 20
see also teaching to the test

Integrated learning systems, 20,21,48,257-258,265, 267,273
Intelligence testing

age factors, 112-113
defined, 52

Mstoricalperspective,  8-9,104, 105n, 110,111-114,116,118,
119-120, 121-122, 124-125, 169,254

international perspectives, 112-114
military, 38, 119-120, 121-122, 124-125, 127, 128, 129,254,

279
ITlkLSe  of SCORS,  68, 76, 185

Intelligent tutoring systems, see artificial intelligence; expert
systems
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International perspectives, 3, 135-162,218

administrators and administration, 146-147, 149, 150, 152,
153-154, 156, 157, 160

age factors, 98, 135, 136, 142, 143
college entrance exarninations,  137-138, 149, 150, 151,

152-153, 155-156, 159, 162
commercial test development, 147-148
competitiveness of U. S., 55, 56, 60, 96, 127-128, 135, 140,

143, 149, 156
cost factors, 141-142, 146
credentialing, 141, 142-143, 144-145, 191
cultural factors, 136, 151, 154
curriculum development, 138-139, 146-147, 152, 154, 160
elementary education, 138-139, 154, 157
employment testing, 143, 149
equal opportunity education, 145, 150
essay tests, 135, 141, 146, 157
fimctions of testing, 12, 144-145
graduation exarninations, 138, 150, 151, 159, 160-161
historical perspectives, 112-114,127-128,130, 136,137-138,

139-140, 148-149, 151, 152, 154, 155, 156, 159, 160
intelligence testing, 112-114
language tests, 162
machine scoring, 149, 150
managerial issues, 149, 150, 152, 153-154, 156, 157, 160
mathematics tests, 162
multiple-choice tests, 135, 141, 146, 150, 189
national testing, 31,97,98, 135, 140-144, 146, 149, 151,

152-153, 154, 190,238-239
NAEP,  145, 147, 154, 162
oral tests, 145, 147, 154, 162
performance assessments, 238-239
public attitudes, 142-143, 145
reading tests, 154
reform of education, 145, 146, 149, 150, 151, 152, 154, 155,

156-157, 159-161
research, 279
sampling, 154, 162
scores and scoring, 135-136, 158
seconda.xy  education, 138, 144, 152, 157-158, 160, 191
secrecy, test items, 142
selection and placement, general, 135,137-138,141,144-145,

149, 152
standardized testing, 137-138, 158-159
standards, 190
system monitoring, 145-146
teacher-made tests, 144n, 150, 191
teachers, general, 148, 158-159, 190-191
teaching to the test, 142, 150, 153
test aWstration,  135, 149, 150, 159
test interpretation and use, 152-153
test-taker rights, 142, 156
tracking, 136-137, 156, 160
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universities, 144, 152
see also specific countries

Inter-rater reliability, 175, 215
Interviews, see oral testing
Italy, 140
Item analysis

computer applications, 257
difficulty level, 189,259-260
noxm-referenced  tests, 172

Item banks, 24-25, 191, 255-256
Item-response theory

computer applications, 257, 259-260
International Baccalaureate Program, 191
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Japan, 135, 137, 138, 142, 146, 151-153
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Job Training Partnership Act, 55
Judges, see inter-rater reliability; raters

Kelly, Frederick, 254
Kentucky, 206,209, 222, 248
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Knowledge-based systems, computers, see expert systems

Laboratory tests, see experiments
Lake Wobegon effect, 62-63
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computer applications, 22, 261
English as a second language, 22, 88
English language curricula, 203,213, 218-219
historical perspectives, 114-115
integrated learning systems, 21
international perspectives, 162
intelligence, 52
oral language tests, 218
performance assessments, 207-208,234-235
spelling tests, 114-115, 166, 261
see also literacy; reading tests

Latent trait theory, see item-response theory
Learning processes, 20,51-53

models, 4546, 268-269
performance assessment and, 204
research, 20, 43, 45, 268-269
rote, 109, 115, 124, 125, 148, 153, 192
standardized test use, 184
see also instructional feedback

Ugal issues, 43,45, 73
commercial test companies, information requirements, 76
compulsory education, 149, 151, 157
copyright, 74
national testing, 30, 98
see ako confidentiality and consent; litigation; test-taker

rights
Legislation, specific Federal

America 2000 Excellence in Education Act, 29, 95,96
Americans With Disabilities Act, 37
Civil Rights Act, 55

Economic Opportunity Amendments, 88
Education for All Handicapped Children Act, 37,76
Elementary and Secondary Education Act, see Title I; Title  V

f@a.1 Educational Opportunities Act, 73
Family Educational Rights and Privacy Act, 36, 75-76, 81
Job Training Partnership Act, 55
National Defense Education Act, 55, 130
Omnibus Budget Reconciliation Act, 37
Rehabilitation Act, 76
Vocational Education Act, 55

Licensing (professional), 12, 170-171
architects, 272, 274-276
computer-administered testing, 26, 261, 262-264, 267, 274-

276
medical, 261, 262-264
multiple-choice testing, 194
performance assessments, 246-247,249
teachers, 12, 267

Lindquist,  E. F., 123-124, 129,254
Lippman, Walter, 124-125
Literacy, 16, 218-219

computer, 253, 265-266
historical perspectives, 117
litigation, 74

Litigation, 43, 67,72-75,76, 130-131, 142
selection, placement, and credentialing, 12, 73, 74

Lmcal  actions and issues
criterion-referenced testing, 28
funding, 4,55-56
litigation, 72-73
minimum competency testing, 17, 64-65
NAEP,  94
national testing, effects on, 30
standardized tests v. local curricula, 165, 168, 178
State curriculum alignment efforts and, 60
Title I, 34-35, 82-83, 84-88, 89
see also school districts

LQcal control, 81, 156, 158-159, 160-161
curriculum, standardized test applicability to, 184, 186

L.4ne Letters, 188

Machine scoring, 28,30,56, 124, 129, 174, 175n, 253,254-255
constructed-response items, 201, 213-215
cost, 254
international perspectives, 149, 150

Management and managerial uses
achievement tests, general, 180-181, 184, 194-197
bureaucracy, 106, 107, 110, 184
centralized, 149, 150, 152, 153-154, 160
eftlciency, 103, 106, 111, 115-116
historical perspectives, 110-119, 125
innovative test technologies, 23
international perspectives, 149, 150, 152, 153-154, 156, 157,

160
portfolio assessments, 235
standardized achievement tests, 180-181, 184, 194-197
teamwork skills, 202, 225, 235
see also accountability; administration and administrators;

system monitoring
Mann, Horace, 106-108, 109, 111-112
Massachusetts, 105, 106-109, 116
Mastexy testing
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advanced placement tests, 170,216,236-237,242, 247
computer applications, 261
high school graduation, 12
see also cmdentialing; licensing (professional)

Mathematics and mathematics tests
computer applications, 256, 265, 272, 273
constructed-response items, 209, 211, 212, 213n, 215
curricula and, 48
diagnostic, 170
elementary school, 188,224-225
Federal programs, 38-39
historical perspectives, 55, 114-115, 116, 127-128, 130
innovative testing, 21-22
intelligence tests, 52
international perspectives, 162
minimum competency testing, 61, 65
IlkX, 185
multiple-choice tests, 192
NAEP,  33,93,95-96, 192
numeracy, 16
performance assessments, 224-225,248
portfolios, 206n, 232-233
reliability, 175
standards for, 188
teachers, 48,50, 188
teaching methods, 48
Title I, 85, 87-88
validity, 178

Medical professionals, licensing, 261,262-264
Memorization, see rote learning

Mental testing, see psychological testing
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Migrants, Title I, 88
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Minimum competency testing, 13, 14-17,57, 170

age factors, 65, 186
defined, 57,59
generalizability, 61,65
high-stakes, 61,65-67
historical perspectives, 15-16,43,57-61, 111
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litigation, 73
local issues, 17,64-65
mathematics, 61, 65
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motivational factors, 66-67
national testing proposals, 97
public opinion, 15,57-58,65
reform of education, 57-60, 66, 67
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standardized tests, 165, 186
State efforts, 43,57-67,73,207
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test consequences, general, 17, 64
time factors, 61
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heredity arguments, 110, 112, 120, 124, 127, 169

high-stakes testing, 54-55
Hispanics, 22
immigrants, 105-106, 114, 117-118, 120, 125, 127, 145
innovative testing, 7,9, 24,246-247
litigation by, 73
minimum competency testing, 16-17
NAEP,  64,246
performance assessment, 24,246-247
see  equal opportunity education; 

Mississippi, 222
MiSSOtUi,  218
Models

behaviorism, 45
classroom organization, 45
computer simulations, 262-264,272,274-276
corporate, reform of education, 115-116
European, 135-136, 144,238-239
Federal testing programs, 37
group-level item-response theory, 191
historical perspectives, 115-116, 121
intelligence, 52
learning, 4546,268-269
performance assessment as, 204
student role models, 209

Monitoring Achievement in Pittsburgh, 197
Motivational factors, 30, 195

international perspectives, 153
learning processes, 52
minimum competency testing, 66-67
NAEP,  32-33,93-94, 195
national testing proposals, 96-97, 98
performance assessments, 210,237
research on, 94
self+ steem, 66, 85, 139
see also high-stakes testing

Multidisciplinary approach, 76, 185,219
computer applications, 264

Multiple-choice tests, 6,23,43, 146, 165, 171, 186, 188-194,
247,264,268

costs, 141-142, 146, 243
d.@TIOStiC,  192, 194
efficiency, 165, 188-189, 191
error of measurement, 192, 194
generalizability, 146
higher order thin.km“ g, 192, 193, 194,209
historical perspectives, 23, 118, 124, 189-190
international perspectives, 135, 141, 146, 150, 189
mathematics, 192
minimum competency testing, 59
NAEP,  93, 192
national testing proposals, 98
norm referencing, 189, 195
partial credit scoring, 192, 194
v. performance assessments, 202-203, 204, 215, 217
problem-solving skills, 192, 194n
reading tests, 192, 246, 254
validity, 146, 189, 244

Music studies, 93

National Academy of Sciences, 56
National Assessment Governing Board, 95
National Assessment of Educational Progress, 16,29-35,38,82,
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age factors, 93
arts, 93
curriculum alignment, 33
funding, 31,32,91,93,96
as high-stakes testing, 33, 64, 94, 246
historical perspectives, 16,64, 81,90-91,95
information on, 31-32, 82
innovative iterns, 31
international perspectives, 145, 147, 154, 162
item-response theoxy, 92
local effects, 94
mathematics, 33, 93, 95-96, 192
~ori~ groups, 64, 246
motivation, 32-33, 93-94, 195
multiple-choice tests, 93, 192
performance assessments, 93,211,213,226
portfolios, 93
public opinion, 32
reading test, 93, 95, 211, 246
research, 33-34, 38, 94
samples, 92-93, 145
scores and scoring, 91-92, 95
standards, 34, 95-96
State-level issues, 32-34,93,94-96
statistics, 91-92
teaching to the test, 33,94-95
test adrnlnl“ “stration,  93-94
test design, 31, 91, 93
test interpretation, 93-94
time factors, 64, 92-93
writing tests, 93, 246

National Board of Medical Extiers, 261, 262-264, 279
National Commission on Testing and Public Policy, 37
National Council of Architectural Registration Boards, 274-276,

279
National Council of State Boards of Nursing, 264
National Council of Teachers of English, 203
National Council of Teachers of Mathematics (NCT’M), 48,50,
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National Defense Education Act, 55, 130
National Education Association, 116
National Education Surnrm“t of the Nation’s Governors, 210
National Science Foundation, 38-39,244,248, 279
National Teacher’s Examination, 12,267
National testing proposals, 10,29-30,77,82,96-99

age factors, 30, 31, 98, 135, 136, 142, 143
aptitude testing, 97, 130
certiilcation,  12, 97
cost factors, 98-99
international perspectives, 31,97,98, 135, 140-144, 146, 149,

151, 152-153, 154, 190, 238-239
legal issues, 30, 98
minimum competency, 97
motivational factors, 96-97, 98
sampling, 30, 32, 98
secrecy, test items, 97-98
State and local impacts, general, 30
State performance reports, 61-M
test administration, 30, 98
Title I, 30, 34

A Nation At Risk, 59-60

New Jersey, 219,220-222
New York State, 74-76, 105, 118,204,206, 223-224
New York State Board of Regents, 58,65,98
Norm-referenced testing, 28,43,50,59,98, 165, 185-186

commercial, 87, 92, 169, 170, 171, 207, 208, 232
computer applications, 259
dated norms, 62
defined, 5, 190
item analysis, general, 172
multiple-choice tests, 189, 195
reliability, 172
SAT, 126
States use of, 170, 171,207,208,232
test Use,  168-169, 197
Title I, 35,81-90 (passim), 131

North Carolina, 215, 218,222,230
Numeracy,  16

Observation techniques, 218-219,220,240
the Mind, 223

Office of Education, 90
Omnibus Budget Reconciliation Act, 37
oPen*2:~~~:st items, 93, 157, 162, 189-190,192,204, 206n,

computer applications, 255
see also essay tests; constructed-response items

Optical storage techniques, electronics, 267
Oral testing, 19,22, 171

historical perspectives, 103, 104, 107, 137, 189,218
international perspectives, 137, 141, 150, 157, 162
performance assessments, 203,218-219,223
reading tests, 218-219

Oregon, 86,87,260
Otis, Arthur S., 118, 124
Outcomes of education, general, 84, 109,218

Paper-and-pencil tests, 18,30,57,65, 206
v. computer applications, 259, 261, 264, 265, 268, 272, 274
NAEP, 93
Title I, 35
see also machine scoring; multiple-choice tests

Parents, 81
complaints by, 70
decisionmaking role, 69,70-71
information for, 36-37
international perspectives, 136
intemiews of, 219
minimum competency testing, 15
performance assessment, 24,219,220,221, 235
privacy rights, 36,74,75-76

Paxtial credit scoring, 192, 194,275
Pennsylvania, 87, 197
Performance assessment, 199-249

accountability, 206,209, 240
age factors, 202
authentic testing, concept, 13, 189, 202
computer applications, 20, 201, 211, 213, 237, 240
constructed-nqmnse  items, 5,18, 19, 141,201,206,208,209,

211, 213-216, 231,235
cost factors, 201, 208, 209, 211, 216-217, 218, 236, 243-245
criterion referencing, 18, 20, 238
cultural factors, 24, 246-247
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defined, 5,201, 206, 231
development of, 171,240,249
diagnostic, 219,220,222,238
elementary education, 202, 223-225, 232-234, 244
European, 238-239
exhibitions, 19, 219, 223, 271
expertise and, 204, 237, 240
fairness, 221,246-247
Federal involvement, general, 55,244,248-249,279
funding, 211, 248
gender factors, 202, 246
generalizability,  242-243, 246
graduation examinations, 201-202, 209-210, 211, 217, 219
group testing, 18,202, 225,238
high-stakes testing, 201,203,236,240,246
innovative, general, 18-20, 23-24
instructional feedback, 204, 217, 230
international perspectives, 238-239
learning processes and, 51,53
language, 207-208, 234-235
licensing of professionals, 246-247, 249
mathematics, 224-225, 248
minorities, 24, 246-247
motivation, 210, 237
v. multiple-choice tests, 202-203, 204, 215, 217
NAEP,  93,211,213,226
national testing proposals, 97
oral, 203, 218-219, 223
parental involvement, 24,219,220,221,235
policy issues, general, 23-24,201,204,239-249
psychometrics and, 238
public opinion, 203,218-219,223
rationale, 23
raters, 18, 93, 213-215, 236-237, 238, 240-241, 247-248
~ading,  203, 218-219, 223
reform of education, 203-204, 210, 240
reliability, 201, 234, 240, 242-243, 244
research, 23-24, 201, 203, 213-214, 230, 242-243, 244, 246,

248-249
sampling, 211, 246
school districts, 211, 217
science tests, 244, 248
scores and scoring, 18, 24, 93, 208, 213-216, 218, 221,

236-237, 238,240-244
secondary education, 201-202
standardization, 238, 240-242
standards, 190-191
State-level issues, 93,201,202,204-206,207-21 1,215,

218-219,223-230,232-235, 246-247,248,249
State testing programs, 23,93,201,202,204-206, 207-211,

215,218-219,223-230, 232-235,246-247,248, 249
system monitoring, 11, 25, 206, 240
teacher education, 24, 191,201,208,209,214-215, 239,244,

247-248
teacher-made tests, 23, 206
teachers, other, 201, 208, 209, 210, 217, 225, 232, 234,

236-237,238,239-240, 247-248
teaching to the test, 202
technological innovations, general, 201, 248
test design, 240, 249
test format, 201, 206, 209, 211-213
time factors, 201,202,204,225,230, 238,239-240,241,242

validity  issues, 177, 196, 201, 216, 244
vvriting tests, 19, 24, 204, 207-208, 210-211, 215, 216-218,

220,240-242,243,246, 247,249
see also experiments; portfolios

Phrenology, 111-112
Physical fitness, 202
Placement, see selection and placement
Policy issues, general, 8-10,29-39,81-99

accountability and testing, 53-54, 56, 81
computer and other information technology, 276-280
historical perspectives, 109-110
international perspectives, 136, 145
minimum competency testing, 57-58
NAEP,  94
performance assessments, 23-24,201,204,239-249
schools, test use, 36,43, 72
standardized tests, 165, 168, 182
summaxy  evaluation, 85
test misuse, 185
see reform of education

Portfolios, 19,26,98,99, 171,201,225,230-237, 240,246
aKtS,  230, 236-237,242
college entrance examinations, 236-237
computer applications, 271
early childhood education, 220-221
elementary school students, 202, 220-221
international perspectives, 239
mathematics, 206n, 232-233
NAEP, 93
selection and placement, 236-237
standardization, 221, 236-237
State efforts, 211,219,232-235
time factors, 225, 230, 238

Poverty, 9
high-stakes testing, 54-55
historical perspectives, 106
SAT, 8
Title I, 84,85

Predictive validity, 12, 178, 196,216
Preschool education, see early childhood education
Privacy, see confidentiality and consent
Problem solving, 18,30,48,49, 162

computer testing, 269, 272, 273
constructed-response items, 208, 213, 215, 231, 234
mathematics, standards, 188
multiple-choice tests, 192, 194n
NAEP, 93
Title I, 84
video techniques, 22, 277-278

Professional self-regulation, 36,71-72
historical perspectives, 116
see (professional)

Progressivism, 128
Project Spectrum, 52
Project Zero, 230
Psychological testing, 8, 171-172

historical perspectives, 108n, 110, 111-114, 169
see aptitude testing; intelligence testing

Psychometrics, 141, 172, 191,268,280
intelligence testing, 168
performance assessments, 238
see item-response theory
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Public opinion, 43, 122
international perspectives, 142-143, 145
minimum competency testing, 15, 57-58, 65
multiple-choice tests, 190
NAEP,  32
national-level issues, 9
performance assessments, 201, 249
polls, reliability, 175
standardized tests, 3, 23, 104, 165, 222
test-taker rights, 36-37, 76-77

Quality control, general
historical perspectives, 103, 121
international perspectives, nontest indicators, 145
State concerns, 43
see also  reform of education; standards

Racial issues, see minority groups
Raters

inter-rater reliability, 175, 215
NAEP,  93
performance tests, 18,93,213-215,236-237, 238,240-241,

247-248
training, 223; see also teacher education

Reading tests, 68
diagnostic, 170, 220
international perspectives, 154
misuse, 185
multiple-choice, 192, 246, 254
NAEP,  93, 95,211, 246
oral, 218-219
performance assessments, 211,218-219,220
State-level, 192
Title I, 85,87-88
validity, 176-177

Reform of education, 3,4, 7,43, 197
corporate model, 115-116
curricular, 4, 7, 44-45, 48, 50
defined, 104
high-stakes testing and, 53-56
history, 44-45, 104, 106, 108, 109, 110, 114, 115-116, 118,

128, 279
international perspectives, 145, 146, 149, 150, 151, 152, 154,

155, 156-157, 159-161
minimum competency testing, 57-60, 66, 67
national testing proposals, 99
performance assessment, 203-204,210,240

Rehabilitation Act, 76
Reliability, 165, 175-176

computer applications, 264, 266, 275
defined, 5, 175
Federal role, 9
high-stakes testing, general, 175-176
inter-rater reliability, 175, 215
legislation on, 76
multiple-choice tests, 146, 189, 191
norm-referenced tests, 172
performance assessments, 201,234,240,242-243, 244
public opinion polls, 175
psychometrics, 141
see also generalizability

Religion

church-run schools, 106
international perspectives, 150

Remedial education
placement, 12
State minimum competency testing and, 57
see also compensatory education; Title I

Research and development
cognitive processes, 39, 43, 45, 46, 51-53, 268
commercial, 38, 279
computer applications, 20, 253, 264, 265, 267, 268, 270-271,

274-276,279
consequences for tested, 14
curricular, 45
Federal involvement, general, 37-39,244,248-249,276, 279
funding, 37-39,276,279
historical perspectives, 112, 126-127
international, 279
learning processes, 20,43,45,268-269
motivation, 94
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public opinion, 3,23, 104, 165,222
school districts, variation across, 70, 74
school district uses, 34-36, 56, 81-82, 85, 88-89, 181, 182,

183, 184, 191, 182,220
scoring, general, 165, 173, 175, 185
State-level issues, general, 44, 170, 171, 181-182, 185
system monitoring, 165, 168, 180, 182, 195-196
test administration, 165, 173, 175, 197
test construction, 165, 169, 171-179, 186, 194-197
test format, 165, 171
Title I, 86
see also college entrance examinations; criterion-referenced

testing; intelligence testing; national test proposals;
norm-refenmced testing; specific tests and test programs

Standards
achievement, 18
classroom tests, 196
confidentiality and consent, 70-71, 76
curricular,  48, 50
defined, 5, 187-188
ethical, 17, 36, 67-68, 70, 71
historical perspectives, 68, 187
innovative technology, 23
international perspectives, 70n, 190
mathematics tests, 188
NAEP,  34,95-96
performance assessments, 190-190
selection, placement, and certification, 26
teaching to the test, 70
&ChIliCd,  67-70, 196
test administration, 11, 68-69
test content, 38, 39, 70, 82
test consequences, 68-69
test design, 16-17, 68-70, 195
test use, 17, 68-70, 71, 76, 187-188, 190
Title I testing, 82, 84

Standards for Educational and Psychological Testing, 68-71,73
Standards for Teacher Competence in Educational Assessment

o f
Students, 72

Stanford Achievement Tests, 122,206
State-level issues, 14, 15,43,81,279

comparisons across States, 62-63, 185, 187
computer applications, 256
curriculum contxol,  60-61, 94-95, 207, 210
early childhood education, 218, 219
funding, 4,56,57
international perspectives, 156
legislation, 76,207,209,211, 222,235
NAEP,  32-34,93,94-96
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